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“For everything there is a season, and a time for every matter under heaven:

a time to be born, and a time to die;

a time to plant, and a time to pluck up what is planted;

a time to kill, and a time to heal;

a time to break down, and a time to build up;

a time to weep, and a time to laugh;

a time to mourn, and a time to dance;

a time to cast away stones, and a time to gather stones together;

a time to embrace, and a time to refrain from embracing;

a time to seek, and a time to lose;

a time to keep, and a time to cast away;

a time to tear, and a time to sew;

a time to keep silence, and a time to speak;

a time to love, and a time to hate;

a time for war, and a time for peace.

What gain has the worker from his toil? I have seen the business that God
has given to the children of man to be busy with. He has made everything
beautiful in its time. Also, he has put eternity into man’s heart, yet so that he
cannot find out what God has done from the beginning to the end. I perceived
that there is nothing better for them than to be joyful and to do good as long
as they live; also that everyone should eat and drink and take pleasure in all
his toil—this is God’s gift to man. I perceived that whatever God does endures
forever; nothing can be added to it, nor anything taken from it. God has done
it, so that people fear before him. That which is, already has been; that which
is to be, already has been; and God seeks what has been driven away.”

– The Bible



Contents

Abstract 4

Acknowledgements 5

Overview 7
Optimizing heat transfer 7
Understanding clusterization 8

Part I. Heat transfer rate via passive advection 11

Chapter 1. Introduction 12
I.1.1. Optimizing heat transfer 13
I.1.2. Some mathematical tools 14

Chapter 2. Heat transfer rates 16
I.2.1. Introduction 16
I.2.2. Lower bounds 19
I.2.3. Upper bound for enstrophy constrained convection rolls 21
I.2.4. Exit time from tall and thin cells (proof of Proposition I.2.3.1) 23
I.2.5. Exit from the Boundary layer 27
I.2.6. Proof of Lemma I.2.4.4 41
I.2.7. Upper bound for energy constrained flows 44

Appendix 51
2.A. Tube lemmas 51

Part II. Coagulation-Fragmentation equations 57

Chapter 1. Introduction 58
II.1.1. The coagulation-fragmentation equation 59
II.1.2. Some mathematical tools 60

Chapter 2. Well-posedness for multiplicative coagulation and constant
fragmentation kernels 64

II.2.1. Introduction 64
II.2.2. Wellposedness of (II.2.1.1) in case m ∈ (0, 1] 71
II.2.3. Regularity results 75
II.2.4. Equilibria 93
II.2.5. Large time behavior for 0 < m < 1 96

Chapter 3. Dynamics for multiplicative coagulation kernel singularly
perturbed by additive fragmentation kernel 99

II.3.1. Introduction 99
II.3.2. Preliminaries 105
II.3.3. Tail behavior of Flory solution 106

2



CONTENTS 3

II.3.4. Scaling limit of tails 117

Bibliography 125



Abstract

We investigate two models that are widely used in physics and engineering. Our
main goal is to study conjectures made by physicists with full mathematical
rigor.

The first model we investigate is the advection-diffusion equation. Here, we
address the problem of optimizing heat transfer via an incompressible fluid in
a bounded domain. We use techniques in probability theory to get bounds for
the heat transfer rate. Asymptotically, we obtain matching lower and upper
bounds (up to a logarithmic factor) over a class of velocity field of the fluid
that satisfies an energy-like constraint. This gives a rigorous proof for a result
by Marcotte et. al. (SIAM Appl. Math ’18). We also give an upper bound for
for the problem under an enstrophy-like constraint.

The second model is the coagulation-fragmentation equation, which models
the evolution ofthe density particle sizes in a system where particles can split
and merge. Depending on the coagulation and fragmentation kernels, solutions
of the system will behave differently. Here, we address two problems. The
first problem concerns the well-posedness of mass-conserving solutions when
the coagulation kernel is multiplicative and the fragmentation kernel constant.
This belongs to a so-called critical case, where existence of mass-conserving
solutions depends on how large the system is initially. Here, we develop a new
technique by studying properties of the viscosity solutions of a corresponding
singular Hamilton-Jacobi equation to deduce information about the solutions
to the coagulation-fragmentation equation. Using this technique, we moved
one step closer to resolving a long-standing conjecture in the field.

Still under the umbrella of the coagulation-fragmentation equation, we study the
dynamics of the solution when the coagulation kernel is multiplicative and the
fragmentation kernel additive and small. The problem we are concerned here
resembles singular perturbation problems in PDEs. Letting the fragmentation
kernel vanish, in the limit, one expects that the solutions tend to the so-called
Flory solution of the pure multiplicative coagulation equation, where part of
the total mass escapes to infinity. We study how the lost mass behaves. Our
proposed idea is based on the study of a nonlinear backward parabolic equation,
result from the Bernstein transform of the equation, and a detailed study of
the tail behavior of the Flory solution of the pure coagulation equation with
multiplicative kernel. With this idea, we made some progress towards resolving
a prediction by Ben-Naim and Krapivsky (Phys. Rev. E 83, 061102, 2011).

4



Acknowledgements

First, I want to thank my parents, Văn Phụng Hà and Nguyễn Ngọc Đoan,
from whose sacrifices, I was brought up well, could get an education in the
United States, and have what I have today. Returning home each summer is
always very joyful.

Related directly to this thesis, I want to thank my advisors, Gautam Iyer and
Bob Pego, for their infinite patience and guidance. They are very generous
with ideas and support me tremendously. Even though I am not so bright
and often perform calculus mistakes, they have been very kind and made me
feel that I could still do something good, mathematically. I enjoyed getting
lunches with them after discussions that lasted until noon. Although Tamarind
was our favorite, Subway also worked! If I am lucky enough in the future to
get an academic position, I will repay their kindness by doing the same to
my students. I thank Professors Noel Walkington and Jean-Luc Thiffeault for
being on my thesis committee. I also want to thank Hung V. Tran, who acted
as an unofficial advisor to me. There is an advantage of having a brother in
law who does the same thing as I do–we could discuss freely during breaks and
try out new ideas. A part of this thesis stemmed from one such adventure,
when we discussed about a problem I learned at a Summer program at the
University of Bonn in 2019.

Regarding funding agencies, supports from the National Science Foundation
under grants DMS-1814147 and DMS-1812609 and CMU’s department of
mathematical sciences are greatly appreciated.

There are also those who are not involved directly to the thesis but play roles
in shaping my world. Either mathematically or personally (or both), I want to
thank the rest of my family and friends: my sister Van Hai Van, my niece An
My Tran, Hoang A. Tran, Ha Nguyen, Hai Pham, Quan Nguyen, Yen Nguyen,
Son Tu, Luke Nelsen, Anna Payne, Neil Farbstein, Anna Ghazaryan, Vahagn
Manukian, Dan Farley, Ivonne Ortiz, Tim McLarnan, John Howell, Michael
Lerner, Khai T. Nguyen, Hoang T. Tran, Hiroyoshi Mitake, Cuong Pham,
Hung Le Nguyen, Randy Schultz.

Special thanks to the trio Khai T. Nguyen, Hoang A. Tran, and Hung V. Tran.
I was fortunate enough to learn elementary math in middle and high schools
from these excellent mathematicians. From my fuzzy memory, I failed in every
major math competitions in Vietnam. I hope they forgive me for my stupidity.
However, the most valuable lesson I learn from them is their love for math,
which helps me stick with the subject for all these years.

5



ACKNOWLEDGEMENTS 6

During my study at CMU, I am greatly indebted to the generous support of
the faculty, staff and friends in the Department of Mathematical Sciences. Not
in any particular order, they are Han Nguyen, Wony Hong, Noel Walkington,
Dejan Slepcev, Bill Hrusa, Ryan Murray, Ananya Uppal, Clive Newstead,
Wilson Ye, Ilqar Ramazanli, Stella Andreoleti, Jeff Moreci (a.k.a. the guy “who
pays me”), Nancy Watson, Charles Harper, Christine Gilchrist, Deb Brandon,
Yuanyuan Feng, Sam Cohn, Adrian Hagerty, Franziska Weber, Giovanni Leoni,
Giovanni Gravina, Marcos Mazari-Armida, Ian Tice, Heather Newman, Sol
He, Kevin Ou, Antoine Remond-Tiedrez, and Joe Evans. Some of these
people are no longer at the department and, due to COVID-19, some of these
people I haven’t even met in person (thus, I’m not sure if they’re real or not).
Nevertheless, they are greatly acknowledged.

During my stay in Pittsburgh, a very important part of my life is my church,
City Reformed Presbyterian Church. It is through them, I get to know more
about God’s love and learn how to love and serve my neighbors. They were
with me through some of the most difficult times of my life. I am particularly
thankful for the Snokes, the Westmans, the Watts, Mark Prascak, Jesse Wilson,
John Stuart, the Rengasamys, the McMillans, Emily Gifford, Sarah Scrivener,
Elizabeth Schwab, Lorna Williams, Daniel Maienshein, Aaron Bliss, Ben
Chidester, Alex Main, the Heasleys, the San Romans, Irene Winkler, Joseph
Bianco, John McCombs, and Matt Superdock. I love the hymn sings and
enjoyed getting to know these people. Not from CRPC is my best friend, ELC,
with whom I used to pray together, walk together wherever the coin pointed,
and to whom I could talk about anything in life, even difficult math! Those
distant memories are always immensely cherished. To close my friend list,
Amelia Crocker and Calvin McCarter are special because they often offer me
sanity checks by their insanity.

Lastly but most importantly, I thank God for creating such a rich yet reasonable
universe. I thank Him for giving me wonderful people who would help me on
this long and difficult journey called life, and for giving me strength whenever
I am depleted. I am nothing but dirt without Him and to Him I attribute all
my gains. “The LORD is my strength and my shield; in Him my heart trusts,
and I am helped; my heart exults, and with my song I give thanks to Him.”

June, 2021

Pittsburgh, Pennsylvania



Overview

Essentially, mathematics becomes “applied” when it is used
to solve real-world problems “neither seeking nor avoiding
mathematical difficulties”.

Lord Rayleigh

This thesis follows the spirit of the quote by Lord Rayleigh as it is an attempt
to provide completely mathematically rigorous analyses of whatever real-world
problems we could get our hands on. We classify these studies into two
overarching themes: (1) Optimizing heat transfer, and (2) Understanding
clusterization.

Optimizing heat transfer

The first theme, optimizing heat transfer, constitutes the first part of this
thesis. This has a long history as it is one of the fundamental problems in
engineering and physics. One of the most studied phenomena in heat transfer
is the Rayleigh-Bernard convection, in which convection rolls naturally arise in
thin liquid layers due to the difference in temperature of the boundaries of the
liquid. These convection rolls serve as natural heat-transport enhancers within
the liquid itself. The mathematical literature about the Rayleigh-Bernard
convection is vast. Even though much still remains to be done, a particular
method that has proven to be very fruitful is the so-called background field
method, pioneered by Constantin and Doering [DC96].

A related and crucial question is, “Can we beat nature?”. That is, can we
build a fluid velocity field that transfer heat faster than the natural Rayleigh-
Bernard convection rolls? Answers to this is fundamental to building optimal
radiators/air-conditioners and heat exchangers for modern industries such
as nuclear plants and computing processors. Despite a lot of work in the
engineering community and numerical studies, rigorous mathematical works to
find optimal ways to transport heat remain largely minimal until recently. To
my knowledge, the first completely mathematically rigorous works in finding
an optimal fluid flow to transport heat wall-to-wall are the works of Doering
and coauthors (see, e.g., [DT19a]).

One of the simplest ways to model heat exchangers in a domain Ω is by using
the advection-diffusion equation of heat concentration c(x, t)

(AD)


∂c

∂t
= u · ∇c+ κ∆c in Ω ,

c = ∇c · n = 0 on ∂Ω
7



UNDERSTANDING CLUSTERIZATION 8

where u is an incompressible fluid flow and κ > 0 is the thermal diffusivity.
The objective is to find the best u that satisfies some energy constraint so that
c(x, t) converges to 0 as fast as possible as t → ∞ in some sense. From my
current understanding, mathematically, this is a notoriously hard question.

Inspired by the heuristics and numerics of Marcotte, Doering, Thiffeault and
Young [Mar+18a], we consider the problem of average exit time T (x) of a
Brownian motion with drift u starting at x ∈ Ω = (0, 1)2. By the Dynkin
formula, T satisfies 

−1
2

∆T + u · ∇T = 1 in Ω ,

T (·, 1) =
∂T (·, 0)
∂x2

= 0 .

Here, u obeys the energy condition ‖u‖Lp 6 Pe, where Pe is the so-called Péclet
number, which measures the relative strength between advection and diffusion.
This problem is more tractable and still provides valuable insight into the study
of (AD). We obtained the following theorem

Theorem. For p ∈ [1, 2] and large enough Pe, the lowest temperature that
one could achieve by transferring heat via an incompressible flow that satisfies
the above energy constraint is approximately bounded above by O(ln(Pe)/Pe).
When p =∞, the lowest temperature is bounded below by O(1/Pe).

The proof of this theorem involves two separate analyses, one for the upper
bound and one for the lower bound. For the upper bound, our method
of proof is a combination of rescaling the problem to obtain a degenerate
advection-diffusion equation, a lot of careful large-deviation-type estimates and
sub/super-solution barriers coming from Friedlin-Wentzell averaging problem.
For the lower bound, we made a simple observation that utilizes the solution
to the Eikonal equation to construct a subsolution that satisfies the bound.
Our result confirms the prediction by Marcotte et al. [Mar+18a] and is a joint
work with Gautam Iyer [IV21].

Understanding clusterization

The second part of this thesis is devoted to the study of clusterization of
particles. The simplest equation that models this phenomenon is the so-called
coagulation-fragmentaiton equation:

∂tρ = Qc(ρ) +Qf (ρ) ,

where ρ(s, t) denotes the density of particles of size s at time t,

Qc(ρ(s, t)) =
1
2

∫ s

0
K(y, s−y)ρ(y, t)ρ(s−y, t) dy− c(s, t)

∫ ∞
0

K(s, y)ρ(y, t) dy ,
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and

Qf (ρ(s, t)) = −1
2
ρ(s, t)

∫ s

0
F (s− y, y) dy +

∫ ∞
0

F (s, y)ρ(y + s, t) dy

are called coagulation term and fragmentation term, respectively. The sym-
metric functions K,F : [0,∞)2 → [0,∞) are called coagulation kernel and
fragmentation kernel, respectively. They are physical measurements of the
rates of binary merging and binary splitting of particles.

Despite being discovered more than a century ago [Smo16b], this equation is
still not understood as there are a lot of interesting phenomena that come with
it, depending on the kernels that may one consider. A particularly interesting
phenomenon of the coagulation-fragmentation is that given the right conditions,
the solution, while still physical, does not conserve mass at all time. There are
two ways that this could happen. One comes from the formation of particles
of infinite size; the other comes from the formation of particles of size zero,
both in finite time. The first, called gelation, happens when the coagulation
is strong enough [Esc+03]. The latter, called dust formation, happens when
the fragmentation is strong enough (see Bertoin [Ber06]). Typically, these
phenomena happen depending on the relative strengths between the coagulation
kernel and fragmentation kernel, not so much on the initial data. However,
there are borderline cases where it is not very clear how solutions would behave
and hence a more careful analysis needs to be done based on initial data. Both
are very interesting and rich phenomena, and have been studied in various
contexts.

Critical well-posedness. We [TV21] considered the following pair of
kernels

K(x, y) = xy and F (x, y) = 1
called multiplicative coagulation and constant fragmentation, respectively. In
the literature, this is an example of a pair of critical kernels where the well-
posedness of mass-conserving solution depends on how large the initial mass
is [Esc+03]. A long-standing conjecture for this particular pair of kernels is
that if the initial total mass of the system is less than 1, solutions will conserve
mass. Otherwise, if the initial total mass is greater than 1, there will be lost
of mass to infinity [VZ89]. We made progress in resolving this conjecture by
introducing a new point of view, studying well-posedness and regularity of
viscosity solutions to a particular Hamilton-Jacobi equation resulting from the
so-called Bernstein transform applied to the coaguation-fragmentation equation.
In this work, our main contribution, among other important results, is the
following.

Theorem. Solutions to the multiplicative-constant coagulation-fragmentation
equation conserve mass if the initial mass is less than 1/2 and fail to conserve
mass if the initial mass is larger than 1.
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At the time this thesis is being written, our well-posedness result improves
the previous threshold from 1/(4 log 2) [Lau19a] to 1/2 while our non-well-
posedness result is the most general in the literature as it only requires minimal
assumptions on the initial data. This is a joint work with Hung V. Tran [TV21].

Singular perturbation. In the direction of the dynamics of the coagulation-
fragmentation equation, we considere the following pair of kernels

K(x, y) = xy and F (x, y) = ε(x+ y) .
For ε > 0, da Costa showed that the coagulation-fragmentation equation is
well-posed as solutions conserve mass for all time t > 0 [Cos95]. However,
when ε = 0, gelation occurs and the is a loss of mass to infinity after some
time Tgel. Therefore, as ε→ 0, there is a cluster of giant particles that escape
to infinity. Our goal is to study the dynamics of these giant particles. By
studying a nonlinear singular backward parabolic equation resulting from the
Laplace transform of the coagulation-fragmentation equation and the sharp
decay rate of the Flory solution (which is important by itself), we are very
close to resolving the following conjecture

Conjecture. For some finte time and small enough ε, the giant particles
concentrate around a metastable manifold that depends on the lost mass of the
so-called Flory solution to the pure coagulation equation (ε = 0).

This conjecture is a variant of a prediction by Ben-Naim and Krapivsky [BK11],
which was inspired by stochastic simulations. This is a joint work with Bob
Pego [PV21].
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CHAPTER 1

Introduction

Suppose we live in the real world with three space dimensions, R3. For a closed
system with still incompressible medium that doesn’t interact with exogenous
sources, the first law of thermodynamics says

(I.1.0.1) Q =
dU

dt
,

where Q is the heat transfer rate and U the internal energy. In 1822, Fourier
published a study of heat flow called Théorie analytique da la chaleur (The
Analytical Theory of Heat) [Fou09], in which he proposed the famous law
that bears his name: “the heat flux resulting from thermal conduction is
proportional to the magnitude of the temperature gradient and opposite to it
in sign”. In mathematical terms,
(I.1.0.2) q = −k∇θ ,
where q is the heat flux and θ the temperature. The constant k is called the
thermal conductivity and changes depending on the medium under consideration.
It is then a standard exercise in a physics class to deduce the well-known
heat equation, which models how heat is transfered in a still incompressible
medium [LL20]

cρ
∂θ

∂t
= k∆θ ,

where c and ρ are the heat capacity and density of the medium, respectively.
Normalizing this equation appropriately, we arrive at a more friendly looking
expression

(I.1.0.3)
∂θ

∂t
=

1
2

∆θ .

This equation is one of the most basic partial differential equations. Humans
seem to have exhausted what there is to know about it (for basic introduction,
we refer the reader to the classics [Eva10; Str08a] and references therein).

The situation becomes more interesting when the medium is not still and there
is convection (modeled by a velocity field v ∈ R3). One can still deduce that
heat transfer can be modeled by the advection-diffusion equation [LL20]

(I.1.0.4) ∂tθ = v · ∇θ +
1
2

∆θ .

However, the behavior of θ is far from understood with different kinds of
velocity fields. In this thesis, we will look at this equation through the lens
of stochastic analysis, which seems to be tremendously useful to heuristically
read off information about θ.

12
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I.1.1. Optimizing heat transfer

A heat exchanger is a system used to transfer heat between a fluid and a heat
source or sink, for either heating or cooling. These are used for both heating
and cooling processes and have a broad range applications including combustion
engines, sewage treatment, nuclear power plants and cooling CPU’s in personal
computers [WBZ92; QM02; VP14; She+19; AK18; Mar+18b; Wan+18; DT19b;
LL20].

Suppose the fluid is stirred from the outside. Let v = v(x, t) be its velocity
field. The temperature θ of the fluid in the heat exchanger evolves according
to the advection diffusion equation (I.1.0.4) in a domain Ω ⊆ Rd that is the
region occupied by the fluid. Throughout this thesis we will assume the fluid
is incompressible and doesn’t flow through the container walls. That is, we
require hence require

(I.1.1.1) ∇ · v = 0 in Ω , and v · n̂ = 0 on ∂Ω .

Some portion of the boundary of Ω may be insulated, and some portion may
be connected to a heat source/sink maintained at a constant temperature.
Denoting these pieces by ∂NΩ and ∂DΩ respectively, and normalizing so that
the temperature of the heat source/sink is 0, we study (I.1.0.4) with mixed
Dirichlet/Neumann boundary conditions

∂n̂θ = 0 on ∂NΩ , and θ = 0 on ∂DΩ .

A problem of practical interest is to minimize the temperature under a constraint
on the stirring velocity field. Note, here we assume (I.1.0.4) is a passive
scalar equation – the velocity field v is prescribed and is not coupled to the
temperature profile. The active scalar case entails coupling v to θ via the
Boussinesq system and leads to Rayleigh–Bénard convection which has been
extensively studied [Ray16; SG88; Kad01; DOR06].

In order to simplify matters, we assume v is time independent, and assume the
initial temperature θ0 is identically 1. In this case we note that

T
def=
∫ ∞

0
θ(x, t) dt

satisfies the Poisson problem

(I.1.1.2) − 1
2

∆T + v · ∇T = 1 ,

in Ω, with boundary conditions

(I.1.1.3) T = 0 on ∂DΩ , and ∂n̂T = 0 on ∂NΩ .

This part of the thesis is devoted to study how one can minimize T under
various constraints on the advecting velocity field v.
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I.1.2. Some mathematical tools

The mathematical tools in this part are mainly probabilistic. We restate
without proofs here some of the standard results that underlie our approach.
It is unfortunate that the language of stochastic analysis requires a great deal
of technicality just to make sense of certain “basic” ideas. To communicate the
general picture without bombarding the reader with pages of technical details,
we will be somewhat informal in this chapter. To fully appreciate the beauty of
stochastic analysis, the one can consult standard books by Øksendal, Karatzas
and Shreve [Øks03a; KS91] for rigorous treatments of these results. The book
by Feller [Fel71], though a bit dated, is perhaps the most enjoyable treatment
that is very well written and full of insights from a true master of the topic.

Given a probability space (Ω,F ,P ). Consider the following stochastic differen-
tial equation in Rd

(I.1.2.1)
{
dZt = v(Zt) dt+ σ(Zt)dBt ,

Z0 = X ,

where X : Ω→ Rd is a random variable, v : Rd → Rd and σ : Rd → Rd×d are
nice functions so that (I.1.2.1) has a unique t-continuous solution such that

E
∫ ∞

0
|Zt|2 dt <∞ .

Let Bt be a standard d-dimensional Brownian motion and Ft = σ(Bs ; 0 6 s 6
t). Zt is called an Itô diffusion and enjoy the strong Markov property, i.e.,
for any bounded Borel function on Rd and stopping time (with respect to Ft)
τ <∞ a.s., it is true that

Ex
(
f(Zτ+h) | Fτ

)
= EXτf(Zh) ,

were Fτ = σ
(
Bτ∧s ; s > 0

)
.

Remark I.1.2.1. Note that Zt would not be an Itô diffusion but only an Itô
process if v or σ explicitly depends on time as well.

There are advantages of being an Itô diffusion instead of merely an Itô process.
One of the most useful advantages is that the generator of an Itô diffusion a
differential operator. In particular, define

Af(z) def= lim
t→0

Ezf(Zt)− f(x)
t

over appropriate set of functions f : Rd → R. The operator A is called the
generator of Zt and we have the following formula

Af(z) =
d∑
i=1

bi(z)∂if(z) +
1
2

d∑
i,j=1

(σ(x)σT (x))∂2
ijf(z) .
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From here, one could rephrase a lot of different problems in elliptic and parabolic
PDEs as problems in stochastic analysis. For example, consider a bounded
domain D ⊂ Rd and let τ = inf{t > 0 | Zt 6∈ D} be the first exit time of Zt
from D. Then, for appropriate f , the function

u(z) def= Ez
∫ τ

0
f(Zt) dt

solves the following PDE {
Au = −f , x ∈ D ,

u = 0 , x ∈ ∂D .

In particular, in this work, we will be concerned with f ≡ 1, which reduces
our problem to studying the expected exit time Ezτ of Zt. Further discussions
(with details) about generators of Itô diffusions and their relation to PDEs
could be found in chapters 8 and 9 of the book [Øks03a].

A crucial tool that we will need from stochastic analysis is the Girsanov theorem.
This theorem is a stochastic version of coordinate change with respect to certain
flows that are different from the original flow that one is considering. It is
particularly useful in the study of large deviation. We state here without proof
a version of this theorem.

Theorem I.1.2.2 (Girsanov theorem [Øks03a, Theorem 8.6.8]). Let T > 0,
Zt be an Itô diffusion of the form (I.1.2.1) with X = x ∈ Rd and Yt be an Itô
process of the form{

dYt = (γ(t, ω) + v(Yt)) dt+ σ(Yt) dBt ,

Y0 = x .

Suppose there exists a process k(t, ω) such that
σ(Yt)k(t, ω) = γ(t, ω) .

For t 6 T , let

Mt = exp
(
−
∫ t

0
k(s, ω) dBs −

1
2

∫ t

0
k2(s, ω) ds

)
,

dQ(ω) def= MT (ω) dP (ω) ,
and

B̂t
def=
∫ t

0
k(s, ω) ds+Bt .

For appropriate conditions on v, γ and k, we have
dYt = v(Yt) dt+ σ(Yt) dB̂t ,

and Q-law of Yt is the same as P -law of Zt for 0 6 t 6 T .



CHAPTER 2

Heat transfer rates

I.2.1. Introduction

In the recent paper [Mar+18b], the authors studied this minimization problem
when Ω ⊆ R2 is a disk of radius 1, and ∂NΩ = ∅. Given p ∈ [1,∞) and U > 0,
let Vk,pU be the set of all W k,p velocity fields satisfying (I.1.1.1) such that

(I.2.1.1) ‖v‖Wk,p(Ω) 6 U ,

and define
Ek,pq (U ) def= inf

v∈Vk,pU

‖T v‖Lq .

Here T v is simply the solution to (I.1.1.2)–(I.1.1.3), and we introduced the
superscript v to emphasize the dependence of T on v.

Physically when k = 0 and p = 2, the constraint (I.2.1.1) limits the kinetic
energy of the ambient fluid. If the domain Ω has an associated length scale
of order 1, the quantity U is the Péclet number — a non-dimensional ratio
measuring the relative strength of the advection to the diffusion. When the
Péclet number is sufficiently large, the authors of [Mar+18b] use matched
asymptotics to show

(I.2.1.2) E0,2
1 (U ) 6 O

( 1
U

)
,

and support their results with numerics.

In this chapter we revisit this problem and aim to provide mathematically
rigorous proofs of the bounds in [Mar+18b]. Making matched asymptotics
rigorous arises in many situations and has been extensively studied (see for
instance [BLP78; Kus84; Ngu89; Eva90; All92; PS08]). In this situation,
however, the flow considered in [Mar+18b] leads to a degenerate homogenization
problem, for which one can not use standard techniques. Instead we reformulate
the problem probabilistically and use asymmetric large deviations estimates to
handle the degenerate diffusivity.

To simplify the proofs, we study the problem in a horizontal strip instead of the
disk. For boundary conditions we cool the top of the strip, insulate the bottom,
and impose 2-periodic boundary conditions in the horizontal direction. To
prove the upper bound E0,p

q (U ) we only need to find a velocity field v ∈ V0,p
U for

which ‖T v‖Lq 6 O(1/U ). A natural first guess would be to choose a velocity
field that forms many tall and thin convection rolls, with height O(1), and
width / amplitude that depend on the Péclet number. This, however, turns out

16
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Figure I.2.1.1. Tall
and thin convection rolls

Figure I.2.1.2. Skewed
tall and thin convection
rolls.

to be suboptimal, and yields a bound that is worse than (I.2.1.2). To obtain
the bound (I.2.1.2) one needs to consider tall and thin convection rolls whose
center is very close to the top of the strip. This is the analogue of the velocity
fields used in [Mar+18b], and is shown in I.2.1.2.

To formulate our result precisely, let S = R × (0, 1) ⊆ R2 be an infinite
horizontal strip and ∂DS = R× {1} be the top boundary (where we impose
homogeneous Dirichlet boundary conditions), and ∂NS = R× {0} the bottom
boundary (where we impose homogeneous Neumann boundary conditions).
We will impose 2-periodic boundary conditions in the horizontal direction
and identify the function spaces H1(S) and L2(S) with H1(Ω) and L2(Ω),
respectively, where Ω def= (0, 2)× (0, 1).

Theorem I.2.1.1. There exists a constant C such that for q ∈ [1,∞],

(I.2.1.3) E0,∞
q (U ) >

1
CU

.

Furthermore, for every µ > 0, p, q ∈ [1,∞], we have

(I.2.1.4)


E0,p
q (U ) 6

C ln U

U
p ∈ [1, 2) ,

E0,p
q (U ) 6

Cµ ln U

U
2p

3p−2−µ
p ∈ [2,∞] ,

whenever the Péclet number, U , is sufficiently large.

For p, q < ∞, upper bound in (I.2.1.4) is suboptimal. Indeed, forthcoming
work of Doering and Tobasco uses methods in [DT19b] to show that

(I.2.1.5) E0,p
q (U ) 6

C

U
for every p, q ∈ [1,∞) ,
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and some constant C = C(p, q) and all sufficiently large U . This is an
improvement of (I.2.1.4) by a logarithmic factor for p ∈ [1, 2), and an arbitrarily
small algebraic power for p = 2, and by a fixed algebraic power for p ∈ (2,∞).
For q = ∞, however, the methods in [DT19b] do not work. In this case we
believe that the logarithmic factor in (I.2.1.4) is necessary due to the presence
of hyperbolic critical points, but we are presently unable to prove this.

We do not presently know how to prove any lower bound for E0,p
q (U ) when

p <∞. For p =∞, however, we can use the Eikonal equation to obtain the
lower bounded stated in (I.2.1.4) in general domains. We state this result next.

Proposition I.2.1.2. Let d > 2, and Ω ⊆ Rd be a bounded domain with smooth
boundary ∂Ω. Decompose the boundary as ∂Ω = ∂DΩ ∪ ∂NΩ, with ∂DΩ 6= ∅.
Then

(I.2.1.6) E0,∞
q (U ) >

1
CU

for every q ∈ [1,∞] ,

for some constant C = C(Ω), and all sufficiently large U .

Remark. As we will see in the proof (specifically from inequality (I.2.2.2),
below), the constant C = C(q,Ω) can be computed in terms of the Lq norm of
the solution to the Eikonal equation in Ω.

Next we study the behavior of E1,p
q (E ) when E is large. Physically this

corresponds to minimizing the Lq norm of the steady state temperature T
under an enstrophy constraint on the stirring velocity field. In this case it
turns out that using standard convection rolls (as shown in Figure I.2.1.1)
yields a better upper bound on E1,p

q (E ) than the skewed tall and thin rolls
(as shown in Figure I.2.1.2). We note, however, that we have no matching
lower bound and the skewed tall and thin convection rolls may not provide
the optimal upper bound. Indeed, the branched flows introduced recently by
Doering and Tobasco [DT19b] may provide the optimal bound in the enstrophy
constrained case. Unfortunately, due to their complicated geometry, they can
not be analyzed by the techniques we use. The best bound we can obtain is as
follows.

Proposition I.2.1.3. For every p, q ∈ [1,∞], there exists a finite constant
C = C(q) such that

(I.2.1.7) E1,p
q (E ) 6

C|ln E |13

E 2/5

whenever E is sufficiently large. One velocity field that attains this upper
bound uses convection rolls with height 1, width E −1/5 and amplitude E 3/5

(see Figure I.2.1.1).

Even though there may be “non-convection roll” like flows that could improve
the upper bound (I.2.1.7), heuristics show that the bound (I.2.1.7) is the best
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one can achieve amongst the class of all “convection roll” like flows. Moreover,
for the tall and thin convection rolls used in proof of Proposition I.2.1.3 one
has matching upper and lower bounds on ‖T v‖L∞ , up to a logarithmic factor.
Since such convection rolls arise in the study of magma flow in the Earth’s
mantle and various other contexts [TS02; KJ03; GHZ11; YVL15; Ost17], the
techniques used in the proof of Proposition I.2.1.3 may be useful in some of
these situations.

For a lower bound, clearly E1,∞
q (E ) > E0,∞

q (E ), and hence by Proposition I.2.1.2
we have

E1,∞
q (E ) >

1
CE

, for every q ∈ [1,∞] ,

for all sufficiently large E . We may be able to improve this by at most
a logarithmic factor using a detailed analysis of the behavior near saddle
points. However, as mentioned earlier, we do not know whether the upper
bound (I.2.1.7) is optimal and we are unable to obtain a matching lower bound.

Plan of the chapter. In Section I.2.2 we prove the lower bounds in
Theorem I.2.1.1 and Proposition I.2.1.2. In Section I.2.3, we use an elementary
scaling argument to reduce Proposition I.2.1.3 to obtaining an upper bound
on a degenerate cell problem (Proposition I.2.3.1). In Section I.2.4 we prove
Proposition I.2.3.1 using probabilistic techniques, modulo two lemmas concern-
ing exit from / the return to the boundary layer. These lemmas are proved
in Sections I.2.5 and I.2.6. The proofs of these lemmas rely on certain large
deviations estimates which relegated to Appendix 2.A. The proof of the upper
bound in Theorem I.2.1.1 is similar to the proof of Proposition I.2.3.1, and is
presented in Section I.2.7.

I.2.2. Lower bounds

In this section we prove the lower bound in Theorem I.2.1.1 and the generalized
version in Proposition I.2.1.2. The main idea in the proof is to consider an
incompressible flow that moves directly towards the cold boundary. Of course,
this flow penetrates the boundary of the domain and so is not an element
of V0,∞

U . However, it can still be used to build a sub-solution and prove the
desired lower bound. Since the proof in a strip is short and explicit, we present
it first.

Proof of the lower bound in Theorem I.2.1.1. Let
¯
T be the solu-

tion to

−1
2
∂2
y¯
T −U ∂y¯

T = 1
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in the strip S with
¯
T = 0 ∂DS and ∂y¯

T = 0 on ∂NS. Explicitly solving this
yields

(I.2.2.1)
¯
T (y) =

e−2U

2U 2

(
1− e2U (1−y)

)
+

1− y
U

and hence ∂y¯
T 6 0.

We now claim that for any velocity field v such that v2 > −U , the function
¯
T

is a sub-solution to (I.1.1.2)–(I.1.1.3). Indeed,

−1
2

∆
¯
T + v · ∇

¯
T = −1

2
∂2
y¯
T + v2∂y¯

T 6 −1
2
∂2
y¯
T + U ∂y¯

T = 1 .

The last inequality above followed from the fact that v2 > −U and ∂y¯
T 6 0.

Thus by the comparison principle, for every v ∈ V0,∞
U we must have 0 6

¯
T 6 T v.

Hence ‖T v‖Lq > ‖¯
T‖Lq and computing ‖

¯
T‖Lq using (I.2.2.1) yields the lower

bound in (I.2.1.4) as claimed. �

In general domains the sub-solution isn’t as explicit and needs to be constructed
using the Eikonal equation.

Proof of Proposition I.2.1.2. Let v ∈ L∞(Ω), and T = T v be the
solution of (I.1.1.2). For any ε > 0 let T̃ ε,λ be the solution to the following
viscous Hamilton-Jacobi equationλT̃

ε,λ − ε∆T̃ ε,λ + |∇T̃ ε,λ| = 1 , x ∈ Ω ,

T̃ ε,λ = 0 , x ∈ ∂Ω .

Note that T̃ ε,λ > 0 as 0 is a subsolution to this equation. It is well known (see
for instance [Cal18; Tra21]) that for every λ > 0, T̃ ε,λ converges uniformly as
ε→ 0 to the viscosity solution of the equationλT̃

0,λ + |∇T̃ 0,λ| = 1 , x ∈ Ω ,

T̃ 0,λ = 0 , x ∈ ∂Ω .

Now letting λ→ 0, T̃ 0,λ converges uniformly to the viscosity solution of the
Eikonal equation |∇T̃

0,0| = 1 , x ∈ Ω ,

T̃ 0,0 = 0 , x ∈ ∂Ω .

We claim that
¯
T ε,λ

def= εT̃ ε,λ is a sub-solution of (I.1.1.2) provided ε 6 1/‖v‖L∞ .
Indeed,

−∆
¯
T ε,λ + v · ∇

¯
T ε,λ 6 −∆

¯
T ε,λ + ε‖v‖L∞|∇T̃ ε,λ|

6 −∆
¯
T ε,λ + |∇T̃ ε,λ|+ λ

ε¯
T ε,λ = −ε∆T̃ ε,λ + |∇T̃ ε,λ|+ λT̃ ε,λ = 1 .



I.2.3. UPPER BOUND FOR ENSTROPHY CONSTRAINED CONVECTION ROLLS 21

Since
¯
T ε,λ = 0 on ∂Ω, and T v is nonnegative, the minimum principle im-

plies
¯
T ε,λ 6 T v in Ω. This immediately implies

1
ε
‖T v‖Lq >

1
ε
‖
¯
T ε,λ‖Lq

ε→0−−→ ‖T̃ 0,λ‖Lq
λ→0−−→ ‖T̃ 0,0‖Lq .

Thus when ε is sufficiently small we have

‖T v‖Lq >
ε

2
‖T̃ 0,0‖Lq .

Consequently, if ‖v‖L∞ is sufficiently large, we can choose ε = 1
‖v‖L∞

and obtain

(I.2.2.2) ‖T v‖Lq >
1

2‖v‖L∞
‖T̃ 0,0‖Lq .

This immediately implies the bound (I.2.1.6) as claimed. �

I.2.3. Upper bound for enstrophy constrained convection rolls

Our aim in this section is to prove Proposition I.2.1.3. First note that by
doubling the domain and using symmetry and rescaling we can reduce the
problem to proving (I.2.1.7) on the domain

S2
def= R× (−1, 1) , with ∂NS2 = ∅ , ∂DS2 = R× {−1, 1} ,

and only using velocity fields v for which

(I.2.3.1) v1(x1,−x2) = v1(x1, x2) and v2(x1,−x2) = −v2(x1, x2) .

We will now prove the upper bound (I.2.1.7) by producing a velocity field v
(depending on E ) such that we have

(I.2.3.2) ‖T v‖L∞ 6 C|ln E |13
( 1

E

)2/5
,

for all E sufficiently large. We do this by forming convection rolls with height 1,
width ε and amplitude Aε/ε2 for some small ε and large Aε (see Figure I.2.1.1).
Moreover, as we will see shortly, ε and Aε should be chosen according to

(I.2.3.3)
Aε
ε3 = E .

To construct v, consider a Hamiltonian H : R2 → R such that

H(x1,−1) = H(x1, 1) = 0 ,(I.2.3.4a)
H(x1,−x2) = −H(x1, x2) ,(I.2.3.4b)

H(x1 + 2, x2) = H(x1, x2) ,(I.2.3.4c)



I.2.3. UPPER BOUND FOR ENSTROPHY CONSTRAINED CONVECTION ROLLS 22

for all (x1, x2) ∈ R2. To obtain convection rolls of width ε and height 1, we
rescale the horizontal variable. Define
(I.2.3.5)

Hε(x1, x2) = H
(
x1

ε
, x2

)
, and vε =

Aε
ε
∇⊥Hε =

Aε
ε

(
∂2H

ε

−∂1H
ε

)
,

and let Tε = T v
ε . By uniqueness of solutions to (I.1.1.2) we see that Tε satisfies

Tε(x1 + 2ε, x2) = Tε(x1, x2). Thus, it is natural to make the change of variables

(I.2.3.6) y1 =
x1

ε
, y2 = x2 , and v = (v1, v2) = ∇⊥yH .

In these coordinates we see that Tk,ε satisfies

(I.2.3.7) Aεv · ∇yTε −
1
2
∂2
y1Tε −

1
2
ε2∂2

y2Tε = ε2 .

Examining (I.2.3.7) we see that in the horizontal direction the diffusion has
strength 1. However, since we impose periodic boundary conditions in this
direction, there are no boundaries that provide a cooling effect directly felt
by the horizontal diffusion. In the vertical direction, the diffusion coefficient
is ε2, and so the cooling effect from the Dirichlet boundary ∂S2 will be felt in
the domain in time O(1/ε2). Since our source (the right hand side of (I.2.3.7))
is also ε2, we expect that the diffusion alone will ensure Tε is of size O(1) as
ε→ 0. This would lead to the bound E1,p

q (E ) 6 C, which is far from optimal.

We claim that the convection term reduces this bound dramatically. Indeed,
through convection one can travel an O(1) distance in the vertical direction in
time 1/Aε. Due to our no flow requirement v · n̂ = 0 on ∂S2, one can never
reach the boundary of S2 through convection alone. Thus, the cooling effect of
the boundary ∂S2 must propagate into the domain through a combination of
the effects of the slow vertical diffusion ε2∂2

y2 and the fast convection Aεv · ∇y.
Our aim is to estimate how much improvement this can provide over the crude
O(1) bound that can be obtained through diffusion alone. This is our next
result.

Proposition I.2.3.1. There exists a smooth Hamiltonian H satisfying (I.2.3.4a)–
(I.2.3.4c), and a constant C such that the following holds. For every ν > 0,
and Aε chosen such that Aε > 1/εν we have,

(I.2.3.8) ‖Tε‖L∞ 6 Cε2
(

1 +
|ln ε|13

ε
√
Aε

)
for all sufficiently small ε. Here Tε = T v

ε, and vε is given by (I.2.3.5)

Remark I.2.3.2. We believe the bound (I.2.3.8) is true for every smooth,
non-degenerate cellular flow v (with a constant C = C(v)), provided ν > 2. To
obtain (I.2.3.8) for all ν > 0, our proof requires the velocity field v to be exactly
linear near the vertical cell boundaries. We do not know whether (I.2.3.8)
remains true for ν ∈ (0, 2) without this assumption. We note, however, that
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choosing ν ∈ (0, 2) does not lead to an improved bound as in this range the
constant term on the right of (I.2.3.8) will eliminate any benefit obtained from
further increasing the amplitude.

Remark I.2.3.3. For simplicity, the velocity field we construct to prove Propo-
sition I.2.3.1 will be chosen to be exactly linear near cell corners. This as-
sumption is mainly present as it leads to a technical simplification of the proof
of Proposition I.2.3.1. Since the proof of Proposition I.2.1.3 only requires us
to produce one velocity field v satisfying (I.2.3.2), we only state and prove
Proposition I.2.3.1 for a specific cellular flow, instead of generic cellular flows.

We prove Proposition I.2.3.1 using probabilistic techniques in the next section.
Proposition I.2.1.3 follows immediately from Proposition I.2.3.1 by scaling.

Proof of Proposition I.2.1.3. By definition, we have

vε(x1, x2) =
Aε
ε
∇⊥Hε(x1, x2) =

Aε
ε2

(
εv1(y1, y2)
v2(y1, y2)

)
,

and hence
∇xv

ε =
Aε
ε3

(
ε∂y1v1 ε2∂y2v1
∂y1v2 ε∂y2v2

)
Therefore, as ε→ 0, we have

E = ‖vε‖W 1,p = O
(
Aε
ε3

)
.

Choosing Aε = 1/εν , we have for large enough E ,

(I.2.3.9) E = O
( 1
ε3+ν

)
and ε = O

( 1
E 1/(3+ν)

)
Combining this with (I.2.3.8), we have

‖Tε‖L∞ 6 C
(
ε2 + ε1+ν/2|ln ε|13

)
.

Rewriting this in terms of E using (I.2.3.9) and choosing ν = 2 shows

‖Tε‖L∞ 6 C
|ln E |13

E 2/5 .

This implies (I.2.1.7) as desired. �

I.2.4. Exit time from tall and thin cells (proof of Proposition I.2.3.1)

Our aim in this section is to prove Proposition I.2.3.1. For ease of notation we
will now write v = vε, T = Tε, A = Aε. Let Zε be a solution to the SDE

(I.2.4.1) dZε
t = Av(Zε) ds+ σ dBt , where σ

def=
(

1 0
0 ε

)
.
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Here B is a standard two dimensional Brownian motion. For convenience let
Zε = (Zε

1 , Z
ε
2), and let

(I.2.4.2) τ ε = inf{t | Zε
2,t 6∈ (−1, 1)}

be the first exit time of Zε from the strip S2. (Here the notation Zε
2,t refers

to (Zε
2)t, the value of the process Zε

2 at time t.) By the Dynkin formula we
know Tε(z) = ε2Ezτ ε.

Before delving into the details of the proof of Proposition I.2.3.1, we now briefly
explain the main idea. Consider many tracer particles evolving according
to (I.2.4.1). First, we note that particles near ∂S2 get convected away from ∂S2
in time O(1/A). In this time, these particles can travel a distance of O(ε/

√
A)

in the vertical direction through diffusion. Thus, if we can ensure particles get
to within a distance of O(ε/

√
A) from ∂S2, then they will exit quickly with

probability at least p0, for some small p0 > 0 that is independent of ε.

We claim that in the boundary layer, every O(1/
√
A) seconds1 tracer particles

will pass within a distance of O(ε/
√
A) from ∂S. Every pass has an O(ε)

probability of being within ε/
√
A away from ∂S2, and so a probability O(ε) of

exiting from ∂S2. This suggests
(I.2.4.3)

sup
z∈S2

Ezτ ε 6 C
(

1 +
ε√
A

+
(1− ε)2ε√

A
+

(1− ε)23ε√
A

+ · · ·
)

= C
(

1 +
1

ε
√
A

)
,

which is dramatically better than the crude O(1/ε2) bound obtained by using
diffusion alone.

A second look at the above argument suggests that (I.2.4.3) should have
a logarithmic correction. Indeed, the flow v has hyperbolic saddles at cell
{−1, 0, 1}×Z which causes a logarithmic slow down of particles close to it. As
a result, we are able to prove the following bound on Eτ ε.

Proposition I.2.4.1. Let ν > 0 and A > 1/εν. There exists a cellular flow v
and a constant C such that

(I.2.4.4) sup
z∈S2

Ezτ ε 6 C
(

1 +
| ln ε|13

ε
√
A

)
,

holds for all sufficiently small ε.

Of course Proposition I.2.4.1 immediately implies Proposition I.2.3.1.

Proof of Proposition I.2.3.1. Since T (z) = ε2Ezτ ε, the estimate (I.2.4.4)
implies (I.2.3.8) as desired. �

1The diffusion may carry particles into the interior of the cell before they exit at ∂S2.
These particles will now take O(1/

√
A) time to return to the boundary layer, which is why

the time taken here is O(1/
√

A), and not the convection time O(1/A).
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We now describe the flow v that will be used in Proposition I.2.4.1. As remarked
earlier, we expect Proposition I.2.4.1 to hold for any generic non-degenerate
cellular flow. However, the specific form we describe below simplifies many
technicalities. For notational convenience, we will now restrict our attention to
the rectangle

(I.2.4.5) Ω′ def= (0, 2)× (−1, 1) .

Assumption 1: The function H : R2 → [−1, 1] is C2 with ‖H‖C2 6 100 and is
2-periodic in both x1 and x2. The level set {H = 0} is precisely (R×Z)∪(Z×R).
Moreover, H(1/2, 1/2) = 1, H(3/2, 1/2) = −1 and these both correspond to
non-degenerate critical points of H. All other critical points of H are hyperbolic
and lie on the integer lattice Z2.

Assumption 2: There exists c0 ∈ (0, 1/10) such that for

(I.2.4.6) Q0
def= (−2c0, 2c0)2

we have

(I.2.4.7) H(x1, x2) =


x1x2 (x1, x2) ∈ Q0 ,

(1− x1)x2 (x1, x2) ∈ Q0 + (1, 0) ,
x1(1− x2) (x1, x2) ∈ Q0 + (0, 1) ,
(1− x1)(1− x2) (x1, x2) ∈ Q0 + (1, 1) .

Assumption 3: There exists a constant h0 such that for x ∈ {|H| < h0} and
i ∈ {1, 2},

sign ∂2
iH = − signH .

Assumption 4: In the region {|H| 6 h0} ∩ (i+ (−c, c))× R, where i ∈ Z,

(I.2.4.8) ∂1v2 = −∂2
1H = 0 .

Apart from non-degeneracy and normalization, the main content of the first
assumption is that H only has one critical point in the interior of every square
of side length 1 with vertices on the integer lattice. This is the main geometric
restriction imposed on the Hamiltonian H. Assumptions 2–3 are not necessary,
but lead to technical simplifications of the proof. Finally, Assumption 4 is
only required for the exit time bounds we obtain (Lemma I.2.4.2, below) to be
valid when A 6 1/ε2. Notice that in the proof of Proposition I.2.1.3 we only
use A ≈ 1/ε2, and so Assumption 4 is not essential. We elaborate on this in
Remark I.2.4.3, below.

Now we split the proof of Proposition I.2.4.1 into two steps: estimating the
time taken to reach the boundary layer, and then estimating the time taken to
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exit from the boundary layer. In time 1/A, the process Zε will typically travel
a distance of

δ
def=

ε√
A
,

in the vertical direction. Given α > 0 define the boundary layer Bα by

Bα = Bεα
def=
{
|H| < α√

A

}
.

Figure I.2.4.1. Boundary layer B1 (dark blue) and boundary
layer B5 (union of light and dark blue).

Lemma I.2.4.2. Let ν > 0 and suppose A > 1/εν. There exists a constant C
such that

(I.2.4.9) sup
z∈B̄1

Ezτ ε 6
C|ln δ|13

ε
√
A

.

Here B̄1 denotes the closure of B1.

Remark I.2.4.3. In the proof of Lemma I.2.4.2 we will see that if H doesn’t sat-
isfy Assumption 4, then Lemma I.2.4.2 is only valid if ν > 2 (see Remark 2.A.5,
below). It turns out that choosing ν 6 2 provides no additional advantage in
the proof of Proposition I.2.4.1. This is because when ν 6 2, the constant term
on the right of (I.2.4.4) dominates, and we get no improvement on Ezτ ε.

Lemma I.2.4.4. For α > 0 define

(I.2.4.10) ηα = ηεα
def= inf

{
t > 0

∣∣∣ Zε
t ∈ ∂Bα

}
be the first time the process Zε

t hits ∂Bα. There exists a constant C, independent
of α, such that

sup
z∈Bcα

Ezηεα 6 C

for all sufficiently small ε. (Here Bcα is the complement of Bα.)
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A proof of Lemma I.2.4.4 using a blow-up argument can be found in [IS12]. We
present a different proof of this fact (in Section I.2.6, below) by constructing a
supersolution based on the Freidlin averaging problem [FW12].

Momentarily postponing the proofs of Lemmas I.2.4.2 and I.2.4.4, we prove
Proposition I.2.4.1.

Proof of Proposition I.2.4.1. If z 6∈ B1, the strong Markov property,
Lemmas I.2.4.2 and I.2.4.4 imply

Ezτ ε = Ezηε1 + (τ ε − ηε1) = Ez
(
ηε1 + (τ ε − ηε1) | Fηε1

)
6 C + Ez sup

z′∈B̄1

Ez′τ ε 6 C
(

1 +
|ln δ|13

ε
√
A

)
.(I.2.4.11)

If z ∈ B1, then Lemma I.2.4.2 directly implies (I.2.4.11). Thus in either case
we have (I.2.4.4), as desired. �

I.2.5. Exit from the Boundary layer

In this section, we will prove Lemma I.2.4.2. We will fix ν > 0 and suppose
A > 1/εν as in the hypothesis of Lemma I.2.4.2 through out this section.
Furthermore, for notational convenience, we will now drop the explicit ε
dependence from Zε and A.

The main idea behind the proof of Lemma I.2.4.2 is to focus our attention on
trajectories in the boundary layer B1, until they leave the bigger boundary
layer B5. Our first lemma estimates the chance of starting in B1 and exiting
the strip S2, before exiting the bigger boundary layer B5.
Lemma I.2.5.1. There exists a constant C > 0, independent of ε, such that

(I.2.5.1) inf
z∈B1

P z(τ ε < ηε5) >
Cε

|ln δ|12

for all sufficiently small ε.

Our next lemma estimates the amount of time the process spends in the bigger
boundary layer B5 (light blue region in Figure I.2.4.1).
Lemma I.2.5.2. There exists a constant C such that

(I.2.5.2) sup
z∈B1

Ezηε5 6
C|ln δ|
A

for all sufficiently small ε.

Finally, we estimate the time taken for the process to return to the boundary
layer B1 starting from the boundary of the bigger boundary layer B5. This is
the slowest step, taking time O(|ln δ|/

√
A) instead of O(|ln δ|/A).
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Lemma I.2.5.3. There exists a constant C such that there exists an ε0, where

(I.2.5.3) sup
z∈∂B5

Ezηε1 6 C
|ln δ|√
A

for all ε < ε0.

Momentarily postponing the proofs of Lemmas I.2.5.1–I.2.5.3, we prove Lemma I.2.4.2.

Proof of Lemma I.2.4.2. In this proof, the constant C may vary from
line to line but does not depend on ε. We first define two sequences of barrier
stopping times,

σ′0 = 0 , σ̃0 = inf
{
t > σ′0

∣∣∣ Zε
t ∈ ∂B5

}
,

σ′n = inf
{
t > σ̃n−1

∣∣∣ Zε
t ∈ ∂B1

}
, σ̃n = inf

{
t > σ′n

∣∣∣ Zε
t ∈ ∂B5

}
.

We have

Ezτ ε =
∫ ∞

0
P z
(
τ ε > t

)
dt

= Ez
∞∑
n=1

∫ σ′n

σ′n−1

1{τε>t} dt 6
∞∑
n=1

Ez1{τε>σ′n−1}(σ
′
n − σ′n−1)

=
∞∑
n=1

Ez1{τε>σ′n−1}E
Zε(σ′n−1)σ′1

6
∞∑
n=1

P z(τ ε > σ′n−1) sup
z′∈∂B1

Ez′σ′1 .(I.2.5.4)

We will now estimate each term on the right.

First, by the strong Markov property and Lemmas I.2.5.2–I.2.5.3 we have

(I.2.5.5) Ezσ′1 = Ez
(
σ̃0 + EZε(σ̃0)ηε1

)
6 Ez

(
ηε5 + sup

z′∈∂B5

Ez′ηε1

)
6
C|ln δ|√

A
.

for every z ∈ ∂B1. To estimate P z(τ ε > σ′n), we use Lemma I.2.5.1 and the
fact that σ′1 > σ̃0 = ηε5 to obtain

sup
z∈∂B1

P z(τ ε > σ′1) 6 sup
z∈∂B1

P z(τ ε > ηε5) = 1− inf
z∈∂B1

P z(τ ε < ηε5) 6 1− Cε

(ln δ)12 .

Now, by the strong Markov property,

sup
z∈B1

P z
(
τ ε > σ′n

)
= sup

z∈B1

Ez
(
1{τε>σ′n−1}E

Zε(σ′n−1)1{τε>σ′1}
)

6 sup
z∈B1

Ez1{τε>σ′n−1} sup
z′∈∂B1

P z′(τ ε > σ′1)

6
(

1− Cε

(ln δ)12

)
Ez1{τε>σ′n−1} .
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Hence by induction

(I.2.5.6) sup
z∈B1

P z
(
τ ε > σ′n

)
6
(

1− Cε

|ln δ|12

)n
,

for all n ∈ N.

Using (I.2.5.5) and (I.2.5.6) in (I.2.5.4) yields

Ezτ ε 6
C|ln δ|√

A

∞∑
n=0

(
1− Cε

|ln δ|12

)n
finishing the proof. �

I.2.5.1. Proof of Lemma I.2.5.1. In this subsection, we will give the
proof of Lemma I.2.5.1. Let the coordinate processes of Z be Z1 and Z2
respectively (i.e. Z = (Z1, Z2)). Define γt to be the deterministic curve
satisfying the ODE

(I.2.5.7) ∂tγt = Av(γt) .

We again need a few results to prove Lemma I.2.5.1.

By symmetry and the reflection principle, when Z wanders into the lower
half of the domain (0, 2)× (−1, 0), its behavior is mirrored by −Z, which is
again on the upper half of the domain (0, 2)× (0, 1). Hence, without loss of
generality, we may restrict our attention to the upper half of the domain and
all the lemmas below are stated in this context.

The first result we state is a “tube lemma” estimating the probability that the
process Z stays within a small tube around the deterministic trajectories. This
is well studied and many such estimates can be found in the literature (see for
instance [FW12]). The standard estimates, however, work well for times of
order 1/A. Due to the degeneracy, and the hyperbolic saddles near cell corners,
we need an estimate that works for time scales of order |ln δ|/A. We state this
estimate here.

Lemma I.2.5.4. Let z0 ∈ (0, 2)×(0, 1)∩
(
Q0/2+(j, k)

)
where (j, k) ∈ {0, 1, 2}×

{0, 1} and Q0 is as in (I.2.4.6). Let γ satisfy (I.2.5.7) with γ0 = z0, and define

(I.2.5.8) T
def= inf{t > 0 | |γ2,t − 1| 6 δ or |γ1,t − 1| = c0 or |γ2,t − 1| = c0} .

Then there exists ε0 so that for every ε < ε0,

P z0

(
sup

06t6T
|Zi,t − γi,t| 6

σii√
|ln δ|A

,∀i ∈ {1, 2}
)
>

C

|ln δ|2
.

Here we recall that σ11 = 1 and σ22 = ε are the diagonal entries in the matrix σ
in (I.2.4.1).

Remark I.2.5.5. By a direct calculation, we can check that T 6 |ln δ|/A.
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The proof of Lemma I.2.5.4 uses the Girsanov theorem and is greatly simplified
by the fact that H is exactly quadratic near cell corners. Since it is similar to
the standard proofs, we present it in Appendix 2.A.

Once Lemma I.2.5.4 is established it quickly gives an estimate on the probability
of getting within a distance of O(1/

√
A) away from cell boundaries.

Lemma I.2.5.6. Let z0 ∈ B1 ∩ (0, 2)× (0, 1). There exist constants C,M > 0
such that for small enough ε,

(I.2.5.9) P z0
(
λ0 < ηε4M

)
>

C

|ln δ|2
.

Here, λ0
def= inf

{
t > 0

∣∣∣ Zt ∈ {dist(z, ∂Ω′) 6M/
√
A}
}
.

Proof. Note first that by Taylor expansion of H, for small ε there exists
M > 0 such that dist(z0, ∂Ω′) 6M/

√
A for all z0 outside the corners Q0/2 +

(j, k), where (j, k) ∈ {0, 1, 2} × {0, 1}. So now, we assume z0 ∈ Q0/2 + (j, k)
for some (j, k) ∈ {0, 1, 2} × {0, 1}. For brevity, we only present the proof when
z0 ∈ Q0/2, as the other cases are identical.

If dist(z0, ∂Ω′) 6 1/
√
A we are done, so we now suppose z0 ∈ Q0/2 with

dist(z0, ∂Ω′) > 1/
√
A. Let γ be the deterministic trajectory defined by (I.2.5.7)

with γ0 = z0, and let T be as in (I.2.5.8). Note that since dist(z0, ∂Ω′) > 1/
√
A

we can not have |γ2,T − 1| 6 δ. Thus, either |γ1,T − 1| = c0 or |γ2,T − 1| = c0.
In either case there exists a constant M such that |γ2,T − 1| 6 M/

√
A or

|γ1,T − 1| 6M/
√
A, respectively. Now using Lemma I.2.5.4 we obtain (I.2.5.9)

as desired. �

Remark I.2.5.7. For notational convenience, we assume that M = 1 for the
rest of the chapter.

Another consequence of Lemma I.2.5.4 is a lower bound on the probability of
reaching O(δ) away from the top boundary before re-entering the cell interior.
Lemma I.2.5.8. Let Qδ

top = (1− 2c0, 1 + 2c0)× (1− 4δ, 1) be a box of height 4δ
at the top of the cell corner. Let λ def= inf{t > 0 | Zt ∈ Qδ

top}. Then, there exists
a constant C > 0 such that

(I.2.5.10) inf
z0∈(1−δ,1+δ)×(1−c0,1)

P z0
(
λ < ηε4

)
>

C

(ln δ)2 .

Proof. Let T = inf
{
t > 0

∣∣∣ |γ2,t − 1| 6 δ
}
the time the deterministic

process hits the top boundary layer with width δ. By Lemma I.2.5.4, there
exists a constant C > 0 so that

P z0

(
sup

06t6T
|Zi,t − γi,t| 6

σii√
|ln δ|A

,∀i ∈ {1, 2}
)
>

C

(ln δ)2 .
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As z0 ∈ (1− δ, 1 + δ)× (1− c0, 1), γ1,T ∈ (1− c0, 1 + c0). Therefore,{
sup

06t6T
|Zi,t − γi,t| 6

σii√
|ln δ|A

,∀i ∈ {1, 2}
}
⊆
{
ηε4 > λ

}
,

from which (I.2.5.10) follows. �

Next, we bound the probability of exiting from the top when trajectories start
in Qδ

top.

Lemma I.2.5.9. There exists a constant p0 > 0 such that

(I.2.5.11) inf
z0∈Qδtop

P z0
(
τ ε < ηε4

)
> p0 .

Proof. Let T̃ = 1/A. When A is sufficiently large, we note that given
X0 = z0 ∈ Qδ

top, there exists n > 1, independent of ε, such that the deterministic
flow γt starting at z0 still remains in the top edge of the boundary layer
{|H| 6 nδ} ∩ (0, 2)× (1− nδ, 1) for time T̃ . Define γ̃t by

∂tγ̃t = Au(γ̃t) ,

where u = (u1, u2) is chosen to satisfy the following condition γ̃t = (γ1,t, γ̃2,t),
where γ1,t is the first coordinate of γ, and γ̃2,t is some continuous function such
that

γ̃2,0 = γ2,0 , |v2 − u2| 6 2nδ and γ̃2,T̃ > nδ .

An example of such γ̃ is γ̃t = (γ1,t, γ2,t + 2Anδt). By continuity of Z, we have

E3
def=
{

sup
06t6T̃

|Z2,t − γ̃2,t| 6 δ
}
⊂
{
τ ε < ηε4

}
.

Now a standard large deviation estimate will show that P z0(E3) > pε, for
some constant Cε that vanishes as ε → 0. In order to prove Lemma I.2.5.9,
we need to remove this ε dependence. We do this here using the fact that in
this box |∂1v2| 6 O(ε), and |v2 − u2| 6 O(δ). We claim that if we go through
the standard large deviation estimate with these additional assumptions, the
constant pε can be made independent of ε. Since the details are not too different
from the standard proof, we carry them out in Lemma 2.A.3 in Appendix 2.A,
below. Hence, we see that there exists a constant p0 (independent of z0, ε) so
that

P z0(E3) > p0 ,

proving (I.2.5.11). �

Lemma I.2.5.10. Let λ̃ def= inf
{
t > 0

∣∣∣ Zt ∈ (1− δ, 1 + δ)× (1− c0, 1)
}
. There

exists a constant C > 0 such that

(I.2.5.12) inf
z0∈{dist(z,∂Ω′)61/

√
A}

P z0
(
λ̃ < ηε4

)
>

Cε

(ln δ)8 .
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Proof. We give the proof where z0 ∈ {dist(z, ∂Ω′) 6 1/
√
A}∩(0, 1)×(0, 1).

The analysis is similar for z0 ∈ {dist(z, ∂Ω′) 6 1/
√
A} ∩ (1, 2)× (0, 1). Define

the regions �1, . . . , �5 by

�1
def=
(

1− 1√
A
, 1 +

1√
A

)
×
( 1√

A
, 1− 1√

A

)
,

�2
def=
( 1√

A
, 1
)
×
(

0,
1√
A

)
,

�3
def=
(

0,
1√
A

)
×
(

0, 1− 1√
A

)
,

�4
def=
(

0, 1− 1√
A

)
×
(

1− 1√
A
, 1
)
,

�5
def=
(

1− 1√
A
, 0
)2
,

as shown in Figure I.2.5.1. If dist(z0, ∂Ω′) 6 1/
√
A, then z0 must be in one

Figure I.2.5.1. ∂Bn and �i.

of the boxes �1, . . . , �5. Suppose first z0 ∈ �1. Let γ(t) is the deterministic
trajectory such that γ0 = z0, T0

def= inf
{
t > 0 : γ2,t = 1− c0/2

}
6 m/A for some

m > 1, and

E4
def=
{

sup
06t6T0

|Z1,t − γ1,t| 6
2√
A
, sup

06t6T0

|Z2,t − γ2,t| 6
ε√
A
, |Z1,T0| 6

ε

2
√
A
,
}
.

By continuity, we have that

E4 ⊂
{
λ̃ < ηε4

}
.
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We claim

(I.2.5.13) P z0
(
λ̃ < ηε4

)
> P z0(E4) > Cε ,

where C > 0 independent of z0. The proof of (I.2.5.13) is presented with the
other tube lemmas we use in Appendix 2.A. We in fact prove a more general
estimate (Lemma 2.A.4 applied to the deterministic flow), from which (I.2.5.13)
follows.

Now, let z0 ∈ �2, define �2R = �2∩ [1−c0, 1]× [0, 2/
√
A], and let λ1 = inf

{
t >

0
∣∣∣ Zt ∈ �2R

}
. Proceeding as the case for �1 with γ(t) being the deterministic

trajectory so that γ(0) = z0, T1 = inf{t > 0 | γ1,t = c0/2}, we have

(I.2.5.14) P z0
(
λ1 < ηε4

)
> P z0

(
sup

06t6T1

|Zt − γt| 6
1√
A

)
> C .

To see why the last lower bound is true, we consider by Itô formula,

sup
06t6T1

Ez0 |Zt − γt|2 6 2A‖v‖C1

∫ T1

0
Ez0 sup

06t6T1

|Zt − γt|2 + (ε2 + 1)T1,

which, by Gronwall’s inequality and Assumption 1, implies

sup
06t6T1

Ez0|Zt − γt|2 6 (1 + ε2)T1e
200T1 .

Inequality (I.2.5.14) follows by Chebychev’s inequality.

Now let λ′ = inf
{
t > 0

∣∣∣Zt ∈ �1
}
. Using Lemmas I.2.5.4 and Markov property,

there exists a constant C (independent of z0) so that

(I.2.5.15) P z0
(
λ′ < ηε4

)
> P z0

(
λ1 < ηε4

)
inf

z1∈�2R
P z1

(
λ′ < ηε4

)
>

C

(ln δ)2 .

Combining (I.2.5.13), (I.2.5.15) and using the Markov property gives

P z0
(
λ̃ < ηε4

)
> P z0

(
λ′ < ηε4

)
inf

z1∈�1
P z1

(
λ̃ < ηε4

)
>

Cε

(ln δ)2 .

Repeating this argument again for �3, . . . , �5 we see that we obtain an
extra C/|ln δ|2 factor every time we pass a corner. Combining these estimates
gives (I.2.5.12) as claimed. �

We are now ready to give the proof for Lemma I.2.5.1.

Proof of Lemma I.2.5.1. Let z0 ∈ B1 and denote D1
def=
{

dist(z, ∂Ω′) 6
1/
√
A
}
, D2

def= (1− δ, 1 + δ)× (1− c0, 1) and D3
def= (1−2c0, 1 + 2c0)× (1−4δ, 1).

As ηε4 < ηε5 when z0 ∈ B1, by Lemmas I.2.5.6–I.2.5.10 and Markov property, we
have that

P z0(τ ε < ηε5) > Ez01{τε<ηε5}1{λ<ηε5}1{λ0<ηε5}1{λ̃<ηε5}
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= Ez01{λ0<ηε5}E
z0

(
1{τε<ηε5}1{λ̃<ηε5}1{λ<ηε5}

∣∣∣∣ Fλ0

)
= Ez01{λ0<ηε5}E

Zλ0

(
1{τε<ηε5}1{λ̃<ηε5}1{λ<ηε5}

)
> Ez01{λ0<ηε5} inf

z1∈D1
Ez1

(
1{λ<ηε5}1{λ̃<ηε5}1{τε<ηε5}

)
> Ez01{λ0<ηε5} inf

z1∈D1
Ez11{λ̃<ηε5} inf

z2∈D2
Ez21{λ<ηε5} inf

z3∈D3
Ez31{τε<ηε5}

>
Cε

|ln δ|12 ,

where C is independent of z0. Taking the infimum over z0, we achieve the
desired result. �

I.2.5.2. Proof of Lemma I.2.5.2. In this subsection, we give a proof
of Lemma I.2.5.2. The strategy then will be similar to that of the proof of
Lemma I.2.5.1 as will will estimate the probability for a typical particle to
successfully enter the inner region after each time it goes around the boundary
layer B5. To do this, we first need a few results.

Lemma I.2.5.11. Let �̃1 = B5 ∩ {x2 ∈ [c0, 1− c0]}. There exists a constant p0
such that

(I.2.5.16) inf
z0∈�̃1

P z0

(
ηε5 <

1
A

)
> p0 .

Proof. Since we restrict our attention to region of the boundary layer on
the sides, for each ε > 0 there exists an interval Rε with length |Rε| = 1/

√
A

such that

dist
(
Rε × [c0, 1− c0] ,B5 ∩ {x2 ∈ [c0, 1− c0]}

)
=

1√
A
.

Let M be independent of ε such that

Rε× [c0, 1− c0]∪
(
B5∩{x2 ∈ [c0, 1− c0]}

)
⊆
(

1− M√
A
, 1 +

M√
A

)
× [c0, 1− c0] ,

and z0 ∈ �̃1. By Lemma 2.A.4 applied to the deterministic curve γ (given
by (I.2.5.7)) with γ0 = z0, we have

P z0

(
ηε5 <

1
A

)
> P z0

(
sup

06t61/A
|Z1,t−γ1,t| 6

M√
A
, sup

06t61/A
|Z2,t−γ2,t| 6

ε√
A
,Z1,T0 ∈ Rε

)
> p0 ,

where p0 is independent of z0 as desired. �
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Lemma I.2.5.12. Let λ̃2 = inf
{
t > 0

∣∣∣ Z2,t ∈ {c0, 1 − c0}
}
and z0 ∈ B5 − �̃1.

Then

(I.2.5.17) lim
ε→0

inf
B5−�̃1

P z0

(
λ̃2 6

5|ln δ|
A

)
> 1− C lnA

A1/4 .

Proof. Let q > 2 be some large number to be chosen later, and let z̃0
be the closest point on {H = A−1/q} to z0. Let d̃ = A|z0 − z̃0| and γt be
the deterministic curve (defined by (I.2.5.7)) with γ0 = z̃0. Note that, by
Assumptions 1–2,

(I.2.5.18)
d̃

A
6

C

A1/2q .

By Itô formula, we have

Ez0|Zt − γt|2 6
d̃2

A2 + 2A‖v‖C1

∫ t

0
Ez0|Zs − γs|2 ds+ (1 + ε2)t .

By Gronwall’s inequality and Assumption 1, it follows that

Ez0|Zt − γt|2 6
(
d̃2

A2 + (1 + ε2)t
)
e200At .

Now, let T0 = inf{t > 0 : γ2,t ∈ (2c0, 1− 2c0)}, and note that T0 6 D lnA/(Aq)
for some constant D > 0. By (I.2.5.18), we have

P z0

(
|ZT0 − γT0| >

c0

10

)
6

100
c2

0

(
C

A2q + (1 + ε2)
D lnA
Aq

)
e200D lnA/q

6 CA200D/q−1 lnA .

Picking q such that 200D/q − 1 < −1/2, we have

(I.2.5.19) P z0

(
|ZT0 − γT0 | <

c0

10

)
> 1− C lnA

A1/4 .

As q > 2 , T0 < 5|ln δ|/A. Therefore, by continuity of Z, it follows that{
Z2,T0 ∈ [2c0, 1− 2c0]

}
⊆
{
λ̃2 6

5|ln δ|
A

}
.

Combining this with (I.2.5.19), we deduce

lim
ε→0

inf
B5−�̃1

P z0

(
λ̃2 6

5|ln δ|
A

)
> 1− C lnA

A1/4 ,

as desired. �

We are now ready for the proof of Lemma I.2.5.2.
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Proof of Lemma I.2.5.2. Step 1: We first claim that for each z0 ∈ B5 and
ε > 0, there exists a constant C > 0, independent of z0 and ε, such that

(I.2.5.20) P z0

(
sup

06t66|ln δ|/A
|H(Zt)| >

5√
A

)
> C .

To prove this, suppose for contradiction there exists a sequence {zn, εn}∞n=1
such that

(I.2.5.21) lim
n→∞

P zn

(
sup

06t66|ln δ|/A
|H(Zt)| >

5√
A

)
= 0 .

Let C0 be the lower bound in Lemma I.2.5.11 and denote λ̃1 = inf
{
t > 0

∣∣∣
Zt ∈ �̃1

}
. By Lemma I.2.5.11 and the strong Markov property,

P zn

(
sup

06t66|ln δ|/A
|H(Zt)| >

5√
A

)

> Ezn

(
Ezn

(
1{

sup06t6λ̃1
|H(Zt)|6 5√

A

}1{
λ̃165|ln δ|/A

}1{
ηε5<λ̃1+1/A

} | Fλ̃1

))

= Ezn

(
1{

sup06t6λ̃1
|H(Zt)|6 5√

A

}1{
λ̃165|ln δ|/A

}EZλ̃1 1{
ηε5<1/A

})

> Ezn

(
1{

sup06t6λ̃1
|H(Zt)|6 5√

A

}1{
λ̃165|ln δ|/A

}) inf
z∈�̃1

Ez1{
ηε5<1/A

}
> C0P

zn

(
sup

06t6λ̃1

|H(Zt)| 6
5√
A

; λ̃1 6
5|ln δ|
A

)
.

The second equality follows from the fact that ηε5 > λ̃1 under the event{
sup

06t6λ̃1

|H(Zt)| 6
5√
A

}
.

We claim that for large enough n, we have

P zn

(
sup

06t6λ̃1

|H(Zt)| 6
5√
A

; λ̃1 6
5|ln δ|
A

)
>

1
2
,

which contradicts our assumption (I.2.5.21). To see that this lower bound is
true, we first note that zi 6∈ �̃1 by Lemma I.2.5.11. Thus, we only consider the
case zn ∈ B5 − �̃1.

Recall λ̃2 = inf
{
t > 0

∣∣∣ Z2,t ∈ {c0, 1− c0}
}
. Observe that

1{sup06t6λ̃1
|H(Zt)|6 5√

A
}1{λ̃165|ln δ|/A}

= 1{sup06t6λ̃1
|H(Zt)|6 5√

A
}1{λ̃265|ln δ|/A} .
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By (I.2.5.17) and (I.2.5.21) and, we can pick n large enough such that

P zn

(
sup

06t6λ̃1

|H(Zt)| 6
5√
A

; λ̃1 6
5|ln δ|
A

)

> P zn

(
sup

06t66|ln δ|/A
|H(Zt)| 6

5√
A

; λ̃2 6
5|ln δ|
A

)
>

1
2
.

This is a contradiction, proving (I.2.5.20) as desired.

Step 2: Once (I.2.5.20) is established, we can estimate Eηε5 as the expected
time to success of a Bernoulli trial using a similar argument as in the proof of
Lemma I.2.4.2. Explicitly, let ∆t = 6|ln δ|/A, and observe that by (I.2.5.20),

P z0
(
ηε5 < ∆t

)
= P z0

(
sup

06t66|ln δ|/A
|H(Zt)| >

5√
A

)
> C .

By the strong Markov property and estimate (I.2.5.20), we have that for i > 1,

P z0
(
ηε5 > i∆t

)
= Ez0Ez0

(
1{ηε5>i∆t}1{ηε5>(i−1)∆t} | F(i−1)∆t

)
= Ez01{ηε5>(i−1)∆t}E

Z(i−1)∆t1{ηε5>∆t}

6 Ez01{ηε5>(i−1)∆t} sup
z∈B5

Ez1{ηε5>∆t}

= Ez01{ηε5>(i−1)∆t}
(
1− inf

z∈B5
P z
(
ηε5 < ∆t

))
= Ez01{ηε5>(i−1)∆t}(1− C) 6 (1− C)i ,

where C is the constant in (I.2.5.20). Therefore,

Ez0ηε5 =
∫ ∞

0
P z0(ηε5 > t) dt 6

∞∑
i=1

∫ i∆t

(i−1)∆t
P z0

(
ηε5 > t

)
dt

6 ∆t
∞∑
i=0

P z0
(
ηε5 > i∆t

)
6 ∆t

∞∑
i=0

(1− C)i 6
6|ln δ|

(1− C)A
,

from which (I.2.5.2) follows immediately. �

I.2.5.3. Proof of Lemma I.2.5.3. In this subsection, we restrict our
attention to a particular cell (0, 1)× (0, 1) as the analysis is similar for (1, 2)×
(0, 1). Thus, assume for simplicity that |H| = H. By Assumption 3, ∂2

iH 6 0
for i ∈ {1, 2}. Let z ∈ Bc1 and denote Uε(z) = Ezηε1. Then, Uε solves the
following equation

(I.2.5.22)

−∂
2
1Uε − ε2∂2

2Uε + Av · ∇Uε = 1 in (0, 1)2 − B1 ,

Uε = 0 on (0, 1)2 ∩ ∂B1 .
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In order to prove Lemma I.2.5.3, we construct an explicit supersolution
to (I.2.5.22), independent of ε. Recall by Lemma I.2.4.4,

S
def= sup

ε>0
‖Uε‖L∞ <∞ .

Let d1 � 1 be a small constant that will be chosen later, and define

Λ =
{ 1√

A
6 |H| 6 d1

}
R2 = Λ ∩ {y ∈ [c0, 1− c0]} and R1 = Λ−R2 .

Figure I.2.5.2. Λ, Ra
1 (green), Rb

1 (red) and R2 (blue).

Denote by (θ, h) the curvilinear coordinate, where θ = Θ(x1, x2) is the “angle”
and h = H(x1, x2) the level of the Hamiltonian H (See Section I.2.6). Let f
(to be specified later) be a smooth periodic function of Θ that satisfies

(I.2.5.23)
0 < inf f < sup f <∞ ,

−∞ < inf f ′(Θ) 6 sup f ′(Θ) < −1 on R1 ,

and sup|f ′′| <∞ .

Then, consider the function
φ = χ1 + χ2 ,

where

χ1 = − S
d1
H lnH and χ2 = −f(Θ)

AH
+
‖f‖L∞√

A
.

By construction, φ(Θ, H) > 0 on Λ. We claim that for an appropriate f , φ is
a desired supersolution.
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Lemma I.2.5.13. Let Uε be the solution to equation (I.2.5.22). Then, there
exists a function f that satisfies the requirement (I.2.5.23) so that for small
enough d1,

φ > Uε on Λ .

Postponing the proof of this lemma, we now give the proof of Lemma I.2.5.3.

Proof of Lemma I.2.5.3. By construction, on B5 − B1 and for small
enough ε, we have 5√

A
6 d1. Therefore, when H = 5/

√
A,

φ 6 − S
d1

5√
A

ln
( 5√

A

)
+
‖f‖L∞√

A
6
|ln δ|√
A
.

It follows that

Ezηε1 = U(z) 6 φ(z) 6
|ln δ|√
A
,

for every z ∈ ∂B5, as desired. �

Proof of Lemma I.2.5.13. Step 1: Recall that v = ∇⊥H and H > 1/
√
A.

We have that

∇χ2 = −f
′(Θ)
AH

∇Θ +
f(Θ)
AH2∇H ,

−∂2
1χ2 =

1
A

(
f ′′(Θ)
H

(∂1Θ)2 − 2
f ′(Θ)
H2 ∂1Θ∂1H +

f ′(Θ)
H

∂2
1Θ
)

+
1
A

(2f(Θ)
H3 (∂1H)2 − f(Θ)

H2 ∂2
1H

)
>

1
A

(
f ′′(Θ)
H

(∂1Θ)2 − 2
f ′(Θ)
H2 ∂1Θ∂1H +

f ′(Θ)
H

∂2
1Θ
)
,

and

−∂2
2χ2 >

1
A

(
f ′′(Θ)
H

(∂2Θ)2 − 2
f ′(Θ)
H2 ∂2Θ∂2H +

f ′(Θ)
H

∂2
2Θ
)
.

Therefore, by (I.2.5.23) and H > 1/
√
A,

(I.2.5.24) − (∂2
1 + ε∂2

2)χ2 > −
2
A

(
f ′(Θ)
H2

(
∂1Θ∂1H + ε∂2Θ∂2H

))
− C√

A
.

Step 2: On the other hand,

∇χ1 = − S
d1

(1 + lnH)∇H

and

−∂2
1χ1 =

S

d1
∂2

1H(lnH + 1) +
S

d1

(∂1H)2

H
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We note that there exists a function ρ = ρ(x) > 0 that

∇Θ = ρ(x)∇⊥H = ρ(x)v(x) ,

and λ1 6 ρ 6 λ2 on
{
|H| 6 c0

}
for some 0 < λ1 < λ2. Therefore, by (I.2.5.24)

and H > 1/
√
A,

− ∂2
1φ− ε∂2

2φ+ Av · ∇φ

>
S

d1
∂2

1H(lnH + 1) +
S

d1

(∂1H)2

H
− f ′(Θ)|∇H|2

H
ρ(I.2.5.25)

− 2
A

(
f ′(Θ)
H2

(
∂1Θ∂1H + ε∂2Θ∂2H

))
− C√

A
.

Recall
R2 = Λ ∩ {z2 ∈ [c0, 1− c0]} and R1 = Λ−R2 .

We would like to estimate the above quantity in R1 and R2.

Step 3: For R1, we decompose this set further

Ra
1 = R1 ∩ {c0 6 z1 6 1− c0} and Rb

1 = R1 −Ra
1 .

In Ra
1, there exists a constant C̃ such that |∇H|2 > C̃. Therefore, by (I.2.5.23),

(I.2.5.25) and H > 1/
√
A,

−∂2
1φ− ε∂2

2φ+ Av · ∇φ > −f
′(Θ)|∇H|2

H
ρ− C‖f ′‖L∞

>
λ1C̃ infR1 |f ′(Θ)|

d1
− C‖f ′‖L∞ .

By (I.2.5.23), we could then pick d1 small, independent of ε, to make the
following hold

−∂2
1φ− ε∂2

2φ+ Av · ∇φ > 1
in Ra

1.

On the other hand, in Rb
1, we have |∇H(z1, z2)|2 = z2

1 + z2
2 . Therefore, by

Cauchy-Schwarz inequality,

(I.2.5.26)
∣∣∣∣f ′(Θ)

|∇H|2

H

∣∣∣∣ = −f ′(Θ)
|∇H|2

H
= −f ′(Θ)

z2
1 + z2

2
z1z2

> 2 inf
R1
|f ′| .

Also, note that in Rb
1 it holds that |∂iΘ∂iH| = (∂iH)2 for i = 1, 2. Thus,

by (I.2.5.23)–(I.2.5.26) and H > 1/
√
A, we choose f such that λ1 infR1|f ′| > 2

and ε small enough to get

− ∂2
1φ− ε∂2

2φ+ Av · ∇φ

> −f
′(Θ)|∇H|2

H
ρ− 2

A

(
f ′(Θ)
H2

(
∂1Θ∂1H + ε∂2Θ∂2H

))
− C√

A
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> −f
′(Θ)|∇H|2

H
ρ− 2

A

∣∣∣∣f ′(Θ)|∇H|2

H2

∣∣∣∣− C√
A

=
∣∣∣∣f ′(Θ)|∇H|2

H

∣∣∣∣(ρ− 2
AH

)
− C√

A

> λ1 inf
R1
|f ′| − C√

A
> 1 .

Thus, we have just shown that there exists a function f that satisfies (I.2.5.23)
so that in R1,

−∂2
1φ− ε∂2

2φ+ Av · ∇φ > 1 .

Step 4: In R2, there exist constants C1, C2 so that

0 < C2 6 C1|∇H|2 6 (∂1H)2 .

We then look at

− ∂2
1φ− ε∂2

2φ+ Av · ∇φ

>
S

d1
∂2

1H(lnH + 1) +
S

d1

(∂1H)2

H
− f ′(Θ)|∇H|2

H
ρ− C

>
S

d1
∂2

1H(lnH + 1) +
S

d1

C1|∇H|2

H
− λ2‖f ′‖L∞(R2)

|∇H|2

H
− C

>
C2

C1d1

(
SC1

d1
− λ2‖f ′‖L∞(R2)

)
− C .

Pick d1 smaller if needed to get

−∂2φ− ε∂2
2φ+ Av · ∇φ > 1 in R2 .

Step 5: Combining Steps 3 and 4, we have shown that there exists a function
f such that

−∂2φ− ε∂2
2φ+ Av · ∇φ > 1 in Λ .

By construction, φ > Uε on {H = d1} ∪ {H = 1√
A
}. The comparison principle

then tells us that
φ > Uε in Λ

as desired. �

I.2.6. Proof of Lemma I.2.4.4

In this section, we give the proof of Lemma I.2.4.4. This fact has been obtained
in more generality by PDE method by Ishii and Souganidis [IS12]. Our method
proof, still PDE-based, is different than that in [IS12]. Although the argument
is new for our particular situation, it is an adaptation of the method in [Kum18],
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where the author studies the Freidlin problem for first order Hamilton-Jacobi
equations.

It is convenient to work in the so-called curvilinear coordinates (h, θ), in one
cell. Let Q∗0 = (0, 1)2 − Γ0, where Γ0 is the closure of one trajectory of the
gradient flow of H starting on the boundary of the unit square. On Q∗0 we
define the curvilinear coordinates by setting h = H(x), θ = Θ(x), where Θ
solves

∇Θ · ∇H = 0 ,
in Q∗0, normalized so that the range of Θ is (0, 2π). In this coordinate system,
h(x) determines the level set of the Hamiltonian to which x belongs and θ
describes the position of x on this level set. Since ∇Θ and ∇⊥H are parallel,
there must exist a non-zero function ρ such that

∇Θ = ρ∇⊥H .

By reversing the orientation of Θ if needed, we may assume, without loss of
generality, that ρ > 0. Let J = ∂1H∂2Θ − ∂2H∂1Θ be the Jacobian of the
coordinate transformation, and note

J = ρ|∇H|2 , |∇Θ| = ρ|∇H| .

Let γ be the solution to (I.2.5.7) with γ0 = x, and T be the time period of γ.
Note T only depends on h = H(x), and is given by

(I.2.6.1) T (h) def= inf{t > 0 : γ(t, x) = x} =
∮
{H=h}

1
|∇H|

|d`| ,

where |d`| denotes the arc-length integral along the curve {H = h}.

Let S(x) def= inf{t | γ(t, x) ∈ Γ0} be the amount of time γ takes to to reach Γ0
starting from x. This time is not a continuous function of x. Therefore, in
order to make it continuous, we modify it to the following continuous function

(I.2.6.2) S̃(x) :=
{
S(x) if S(x) > Γ(H(x))/2,
−S(x) + Γ(H(x)) if S(x) < Γ(H(x))/2.

As we have restricted our attention to one cell, we can assume H ∈ [0, 1].
Define the coefficients D1 and D2 on [0, 1] as follows

D1(h) =
1

T (h)

∮
{H=h}

|∂1H|2

|∇H|
|d`| ,(I.2.6.3a)

D2(h) =
1

T (h)

∮
{H=h}

∂2
1H

|∇H|
|d`| .(I.2.6.3b)

Note that by Gauss–Green theorem, we have

T (h)D1(h) = −
∫
{H>h}

∂2
1H(x) dx =

∫ h

1

∮
{H=h}

∂2
1H

|∇H|
|d`| dh .
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Therefore,

(I.2.6.4)
d

dh
(T (h)D1(h)) = T (h)D2(h) .

We are now ready to show the proof of Lemma I.2.4.4.

Proof of Lemma I.2.4.4. As before, we restrict our attention to a par-
ticular cell (0, 1)2 as the estimate is the same for other ones.

Step 1: Let Uε(x) def= Exτ ε0 and Ωε
def= (0, 1)2 − Bα. Then, Uε is the solution to

the equation

−1
2
∂2

1Uε −
ε2

2
∂2

2Uε + Av · ∇Uε = 1 on Ωε ,

with boundary condition
Uε = 0 on ∂Ωε .

Lemma I.2.4.4 will follow immediately from the uniform bound

sup
ε
‖Uε‖L∞(Ωε1) 6 C.

To see why this bound is true, let us consider the solution Ū to the ODE−D1(h)∂2
hŪ −D2(h)∂hŪ = 4 ,

Ū(0) = 4 .

Note that Ū is bounded. To see this, we use (I.2.6.4) to rewrite the equation

− 1
T (h)

∂h

(
T (h)D1(h)∂hŪ

)
= 4 .

Observe that T (h)D1(h) ≈ O(1 − h) and T (h) → T0 > 0 as h → 1; T (h) ≈
O(|ln h|) and D1(h) ≈ O(1/|ln h|) as h→ 0 (see Chapter 8.2 in [FW12]). Using
these asymptotics, we deduce

∂hŪ(h) =
4

T (h)D1(h)

∫ 1

h
T (s) ds , Ū(h) =

∫ h

0

4
T (s)D1(s)

∫ 1

s
T (r) drds ,

and
‖Ū‖W 1,∞ 6 C .

Step 2: Note that Ū ◦H is a function on Ω. Let

g = ∂2
1(Ū ◦H) ,

and we see that

ḡ(x) def=
1

T (H(x))

∫ T (H(x))

0
g(γ(t, x)) dt = −4 ,
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where T is defined in (I.2.6.1). Define

ϕ(x) =
∫ S̃(x)

0
(ḡ(x)− g(γt(x))) dt ,

where S̃ is defined in (I.2.6.2). Note that

(I.2.6.5) v(x) · ∇ϕ(x) = g(x)− ḡ(x) = g(x) + 4 .

To see this, consider

ϕ(γ(s, x)) = −
∫ S̃(γ(s,x))

0

(
g(γ(t, γ(s, x)))− ḡ(γ(s, x))

)
dt

= −
∫ S̃(x)

s

(
g(γ(t, x))− ḡ(x)

)
dt .

Differentiate in s and evaluate at s = 0, we get (I.2.6.5).

Step 3: Let

Gε
def= Ū ◦H +

1
A
ϕ , Lε = −1

2
∂2

1 −
ε2

2
∂2

2 + Av · ∇ ,

and note

LεGε = −1
2
∂2

1(Ū ◦H)− 1
2A

∂2
1ϕ−

ε2

2
∂2

2(Ū ◦H)− ε2

2A
∂2

2ϕ+ g(x) + 4

= − 1
2A

∂2
1ϕ−

ε2

2
∂2

2(Ū ◦H)− ε2

2A
∂2

2ϕ+ 4 = eε + 4 ,

where eε
def= − 1

2A∂
2
1ϕ− ε2

2 ∂
2
2(Ū ◦H)− ε2

2A∂
2
2ϕ. Since U is smooth and eε converge

uniformly to 0 as ε→ 0, there exists an ε0 such that for all ε 6 ε0, LεGε > 1
and Gε > Uε on ∂Ωε. By the maximum principle, Gε > Uε on Ωε. Finally,
observe that supε‖Gε‖L∞ <∞, which implies what we want. �

I.2.7. Upper bound for energy constrained flows

In this section our aim is to prove the upper bound in Theorem I.2.1.1. As
in the proof of Proposition I.2.1.3, we will consider the doubled strip S2 =
R× (−1, 1) with Dirichlet boundary conditions, and only use velocity fields v
satisfying (I.2.3.1). Our aim is to find v ∈ V0,p

U satisfying (I.2.3.1) such that

‖T v‖L∞ 6
C ln U

U
,

for all sufficiently large U . The flow we use is an analog of the one used
by Marcotte et al. [Mar+18b] adapted to the periodic strip, and is shown in
Figure I.2.1.2. It consists of 1/ε convection rolls of width ε, height 1 skewed so
that the center of the roll is only δ away from the top boundary. Here ε, δ > 0
are small numbers that will shortly be chosen in terms of the Péclet number U .
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Let ν ∈ (0, 1), δ = ε2+ν and H : R2 → R be defined by

H(x1, x2) def= H1(x1)H2(x2) ,
where H1 : R→ R, H2 = H2,ε : [0, 1]→ R are Lipschitz functions such that

H1(x1 + 2) = H1(x1) , H2(−x2) = H2(x2) ,

H1(x1) =



x1 x1 ∈
[
0,

1
2

)
,

1− x1 x1 ∈
[1
2
,
3
2

)
,

−2 + x1 x1 ∈
[3
2
, 2
)
.

and

H2(x2) =
{
x2 x2 ∈ [−1 + 2δ, 1− 2δ] ,
0 x2 = ±1 .

Moreover, we assume H1, H2 are such that H has only one non-degenerate
critical point in the square (0, 2)× (0, 1). Stream lines of such a Hamiltonian
are shown in Figure I.2.1.2.

Given ε > 0, define the rescaled Hamiltonian Hε by

Hε(x1, x2) def= H
(
x1

ε
, x2

)
, and set vε

def=
Aε
ε
∇⊥Hε =

Aε
ε

(
∂2H

ε

−∂1H
ε

)
.

Let Tε = T v
ε be the solution to (I.1.1.2)–(I.1.1.3) with drift vε.

By uniqueness of solutions we see that Tε satisfies Tε(x1 + 2ε, x2) = Tε(x1, x2).
Thus, we change variables and define

y1 =
x1

ε
, y2 = x2 , and v = ∇⊥yH .

In these coordinates we see that Tε satisfies

(I.2.7.1a) Aεv · ∇yTε −
1
2
∂2
y1Tε −

1
2
ε2∂2

y2Tε = ε2 ,

with boundary conditions
(I.2.7.1b) Tε(y1 + 2, y2) = Tε(y1, y2) , and Tε(y1, 1) = Tε(y1,−1) = 0 .

To estimate the size of Tε, consider the associated diffusion let Zε = (Zε
1 , Z

ε
2)

which solves the SDE (I.2.4.1). And let τ ε (defined in (I.2.4.2)) be the exit time
of Z from the doubled strip S2. By the Dynkin formula, we know Tε = ε2Eτ ε,
and so estimating Eτ ε will give us a bound on Tε. This is our next proposition.

Proposition I.2.7.1. Given a Hamiltonian H in the above form, choose
Aε = 1/εν, v = ∇⊥yH. There exists a constant C = C(ν) such that

(I.2.7.2) sup
z∈Ω′

Ezτ ε 6
C|ln ε|
Aε

.
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for all sufficiently small ε.

The reason the bound (I.2.7.2) is as follows. In time O(|ln ε|/Aε), deterministic
trajectories of the flow v will move most interior points to O(δ) away from the
∂DS2. In this region, the drift has speed O(Aε/δ) so particles in this region
have O(δ/Aε) time to diffuse vertically before getting carried away from the
boundary ∂DS2. Within this time, particles can diffuse a vertical distance of
O(ε

√
δ/Aε). By choice of δ = ε2/Aε, and so ε

√
δ/Aε = δ, and hence particles a

distance O(δ) away from ∂DS2 exit S2 with non-zero probability, before being
carried away from ∂DS2 by the flow. Now using the strong Markov property
we can estimate Eτ ε by the expected time to success of repeated Bernoulli
trials, leading to (I.2.7.2). Before carrying out these details, we first show how
it can be used to finish the proof of Theorem I.2.1.1.

Proof of the upper bound in Theorem I.2.1.1. Clearly it is enough
to prove (I.2.1.4) for q =∞. Let v be the flow from the Hamiltonian in Propo-
sition I.2.7.1 and Aε = ε−ν . We note that

U = ‖vε‖Lp = O
(
Aε
ε

( 1
εp

+
1

δp−1

)1/p)
= O

(
Aε
ε

( 1
εp

+
1

ε(2+ν)(p−1)

)1/p)
= O(ε−q) ,

where

p′ =


2 + ν 1 6 p 6

2 + ν

1 + ν
,

1 + ν +
(2 + ν)(p− 1)

p
p >

2 + ν

1 + ν
.

Let Tε be the solution to (I.2.7.1a)–(I.2.7.1b), and note that by Dynkin’s
formula, Tε = ε2Eτ ε. Thus, by Proposition I.2.7.1

‖Tε‖L∞ 6
Cε2|ln ε|
Aε

6
C ln U

U (2+ν)/p′ .

If p < 2, then by choosing ν > 0 small enough we can ensure p 6 (2+ν)/(1+ν).
In this case 2 + ν = p′ and hence

‖Tε‖L∞ 6
C ln U

U
.

On the other hand, if p > 2, then for any µ > 0 we can choose ν > 0 small
enough to ensure

‖Tε‖L∞ 6
Cµ ln U

U
2p

3p−2−µ
,

finishing the proof. �

It remains to prove Proposition I.2.7.1. The key step is to show that starting
from any point in S2, the probability Zε hits the boundary ∂DS2 in time
O(|ln ε|/Aε) is bounded away from 0. This is our next lemma.



I.2.7. UPPER BOUND FOR ENERGY CONSTRAINED FLOWS 47

Lemma I.2.7.2. Let Aε = ε−ν. There exists constants p0 = p0(ν) ∈ (0, 1) and
K = K(ν) ∈ N, independent of ε, such that

(I.2.7.3) inf
z∈Ω′

P z
(
τ ε 6

K|ln ε|
Aε

)
> p0 ,

for all sufficiently small ε > 0.

Using Lemma I.2.7.2 one can prove Proposition I.2.7.1 by treating the exit
from the strip as repeated Bernoulli trials.

Proof of Proposition I.2.7.1. Letting ti = iK|ln ε|/Aε, we note

sup
z∈Ω′

P z(τ ε > ti) = sup
z∈Ω′

Ez(Ez(1τε>ti−11τε>ti | Fti−1))

= sup
z∈Ω′

Ez(1τε>ti−1P
Zti−1 (τ ε > (ti − ti−1)) 6 (1− p0) sup

z∈Ω′
P z(τ ε > ti−1) .

and hence
sup
z∈Ω′

P z(τ ε > ti) 6 (1− p0)i .

Consequently,

Ezτ ε =
∫ ∞

0
P z(τ ε > t) dt 6

∞∑
i=0

(ti+1 − ti)P z(τ ε > ti)

6
K|ln ε|
Aε

∞∑
i=0

(1− p0)i =
K |ln ε|
p0Aε

,

for every z ∈ Ω′. This yields (I.2.7.2) as desired. �

It remains to prove Lemma I.2.7.2, and this constitutes the bulk of this section.
We will subsequently assume Aε = ε−ν , and for notational convenience simply
write A instead of Aε.

Let κ1, defined by

(I.2.7.4) κ1
def= inf

{
t > 0

∣∣∣ Zε
t ∈ (0, 2)× (1− 2δ, 1)

}
,

be the first time Zε
t hits the set (0, 2)× (1− 2δ, 1).

Lemma I.2.7.3. Let 0 < h0 � c0 be a small constant independent of ε, and
define

Rh0 = Ω ∩
(
Bch0 ∪ (1− c0, 1 + c0)× (c0, 1− c0)

)
.

Suppose h0 is small enough so that Bch0∩(1−c0, 1+c0)×(c0, 1−c0) is nonempty.
There exists constants C0 > 0 and p1 ∈ (0, 1) such that

(I.2.7.5) inf
z0∈Rh0

P z0

(
κ1 6

C0

A

)
> p1 .
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The proof of Lemma I.2.7.3 is based on a standard tube lemma argument and
is presented in Appendix 2.A.

Lemma I.2.7.4. Let h0 be as in Lemma I.2.7.3, T0 = inf{t > 0 : γ2,t ∈
{2c0, 1− 2c0}}, and T1 = min{T0, |lnA|/A}. Then

(I.2.7.6) inf
Bh0∩(0,2)×(0,c0)

P z0

(
ZT1 ∈ (1−2c0, 1+2c0)×(c0, 1−c0)

)
> 1−C lnA

A1/2 ,

and
(I.2.7.7)

inf
Bh0∩(0,2)×(1−c0,1−2δ)

P z0

(
ZT1 ∈

(
(0, 2c0)∪(2−2c0, 2)

)
×(c0, 1−c0)

)
> 1−C lnA

A1/2 .

Proof. We only show the proof for (I.2.7.6) as (I.2.7.7) holds also by
symmetry. Let q > 2 be some large number to be chosen later, and let z̃0 be
the point in the set {H ∈ (A−1/q, h0)} which is closest to z0. Let d̃ = A|z0− z̃0|
and γt be the solution to (I.2.5.7), with γ0 = z̃0. Note that, if z0 is already in
{H ∈ (A−1/q, h0)}, then d̃ = 0. Also, by Assumption 1,

(I.2.7.8)
d̃

A
6

C

A1/(2q) .

By Itô formula, we have

Ez0|Zt − γt|2 6
d̃2

A2 + 2A‖v‖C1

∫ t

0
Ez0|Zs − γs|2 ds+ (1 + ε2)t .

By Gronwall’s inequality, it follows that

Ez0|Zt − γt|2 6
(
d̃2

A2 + (1 + ε2)t
)
e2‖v‖C1At .

Now, let T = inf{t > 0 | γ2,t ∈ (2c0, 1− 2c0)}, and note that T 6 D lnA/(Aq)
for some constant D > 0. By (I.2.7.8), we have

P z0

(
|ZT − γT | >

c0

10

)
6

100
c2

0

(
C

A2q + (1 + ε2)
D lnA
Aq

)
e2‖v‖C1D lnA/q

6 CA2D‖v‖C1/q−1 lnA 6
C lnA
A1/2 ,

provided q is chosen so that 2‖v‖C1D/q − 1 < −1/2. we have

(I.2.7.9) P z0

(
|ZT − γT | <

c0

10

)
> 1− C lnA

A1/2 .

Since the trajectories of Z are continuous,

{ZT1 ∈ (1− 2c0, 1 + 2c0)× (c0, 1− c0)} ⊇
{
|ZT − γT | <

c0

10

}
,

from which (I.2.7.6) follows. �
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Lemma I.2.7.5. There exists constants D > 0, p2 ∈ (0, 1), independent of ε so
that

(I.2.7.10) inf
z0∈Bh0

P z0

(
κ1 6

D|lnA|
A

)
> p2 .

Proof. Denote

�1
def= (1− 2c0, 1 + 2c0)× (c0, 1− c0) ,

�2
def= Bh0 ∩ {x2 ∈ (0, c0)} ,

�3
def= Bh0 ∩

(
(0, 2c0) ∪ (2− 2c0)

)
× (c0, 1− c0) ,

�4
def= Bh0 ∩ {x2 ∈ (1− c0, 1)} .

First, if z0 ∈ Bh0 ∩�1, we are done, by Lemma I.2.7.3.

Suppose now that z0 ∈ �2. Let T1 be as in Lemma I.2.7.4. By Lemmas I.2.7.3,
I.2.7.4 and the strong Markov property we note

P z0

(
κ1 6

D

A
+ T1

)
> P z0

(
ZT1 ∈ �1

)
inf
z1∈�1

P z1

(
κ1 6

D

A

)
>
(

1− C lnA
A

)
p1 .(I.2.7.11)

Suppose now that z0 ∈ �3. Denote κ2
def= inf{t > 0 | Z1,t ∈ {2c0, 2− 2c0}}. By

a similar argument as in Lemma I.2.7.4, there exists p ∈ (0, 1) such that

inf
z0∈�3

P z0

(
κ2 6

|lnA|
A

)
> p .

There are two possibilities:

(1) There exists a p′2, independent of ε such that

P z0

(
Zκ2 ∈ �2 ;κ2 6

|lnA|
A

)
> p′2 .

In this case, we can apply the same argument as in (I.2.7.11) to arrive
at the desired result.

(2) Otherwise, there exists a constant p′2, independent of ε such that

P z0

(
H(Zκ2) > h1 ;κ2 6

|lnA|
A

)
> p′2 ,

for some h1 independent of ε. We can then apply Lemma I.2.7.3 to
get the desired result.

The same argument works when z0 ∈ �4, and this completes the proof
of (I.2.7.10). �
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Lemma I.2.7.6. There exists a constant p3 ∈ (0, 1) such that

(I.2.7.12) inf
z0∈{z|z2>1−2δ}

P z0

(
τ ε 6

ε

A

)
> p3 .

Proof. Denote T3(z) = inf{t > 0 | γ2,t 6 1− 4δ , γ0 = z}, and let

T4
def= inf
{z|z2>1−2δ}

T3(z) .

By definition of H we see that T4 > Cδ/A for some constant C. In time Cδ/A
the process Z diffuses a distance of O(ε

√
δ/A) = O(δ) vertically, and hence

should hit the top boundary with a probability that is bounded away from 0.
That is, we should have

(I.2.7.13) P z0
(
τ ε 6 T4

)
> p3 ,

which immediately implies (I.2.7.12). The inequality (I.2.7.13) can proved using
a tube lemma (Lemma 2.A.3) and is the same as the proof of Lemma I.2.5.9. �

Proof of Lemma I.2.7.2. Given Lemmas I.2.7.3, I.2.7.5, I.2.7.6, the
proof of (I.2.7.3) is identical to that of Lemma I.2.5.1. �



Appendix

2.A. Tube lemmas

In this appendix, we prove several “tube lemmas” and estimate the probability
a diffusion stays close to the underlying deterministic flow. Many such estimates
are standard and can be found in books (see for instance [FW12]). However, in
our situation, we require estimates where the diffusion coefficient is degenerate
in one direction and the amplitude of the drift is large. While the proofs follow
standard techniques, the estimates themselves aren’t readily available in the
literature, and we present them here.

Throughout this appendix we consider the SDE

(2.A.1) dZt = Av(Zt) dt+ σ dBt ,

where

(2.A.2) ‖v‖L∞ 6 1 , ‖Dv‖L∞ 6 1 ,

(2.A.3) σ = (σij) =
(

1 0
0 ε

)
.

For notational convenience we will often denote the diagonal entries with just
one subscript and write σi for σii (i.e. σ1 = 1 and σ2 = ε).

Lemma 2.A.1. Fix λ, β > 0, and define T = Tβ,A and R = RA,λ by

(2.A.4) T
def=
β

A
, R

def=
(

1− λ√
A
, 1 +

λ√
A

)
× (1− ε, 1) .

Let z0 ∈ R, u ∈ C1(R2) and let γ̃ be the solution to the ODE

∂tγ̃t = Au(γ̃t) dt , with γ̃0 = z0 ,

and Γ̃ = {γ̃(t) | t ∈ [0, T ]} be the image of γ̃. Denote

LT =
A2

2

∫ T

0

∑
i=1,2

( |ui(γ̃(t))− vi(γ̃(t))|
σi

+
2∑
j=1

σj‖∂jvi‖L∞(R+Γ̃)

σi
√
A

)2
dt .

Then for some α > 0 we have

P z0

(
sup

06t6T
|σ−1(Zt−γ̃t)|∞ 6

λ√
A

)
> P

(
sup
t6T
|Bt|∞ 6

λ√
A

)
exp

(
−α

√
LT−

1
2
LT

)
for all sufficiently large A. Here the notation |z|∞ denotes maxi|zi|.

Remark 2.A.2. A similar upper bound also holds, but is not needed for
purposes of this paper.

51
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Proof. Define the process Z̃ by
dZ̃t = Au(γ̃t) dt+ σ dBt , with Z̃0 = z0 .

Define
h(t) def= A(u(γ̃t)− v(Z̃t)) ,

ĥ(t) def= σ−1h(t) ,

Mt
def= exp

(
−
∫ t

0
ĥ(s) dBs −

1
2

∫ t

0
ĥ(s)2 ds

)
(2.A.5)

and a measure P̂ so that
dP̂ = MT dP .

By the Girsanov theorem (see, for example, Theorem 8.6.6 in [Øks03b]), the
process

B̂t
def=
∫ t

0
ĥ(s) ds+Bt

is a Brownian motion with respect to the measure P̂ up to time T . Since
dZ̃ = Av(Z̃) dt+ σ dB̂t ,

by weak uniqueness we have

Ez0f(Zt) = Êz0f(Z̃t) = Êz0f(γ̃t + σBt) = Ez0
(
f(γ̃t + σBt)Mt

)
,

for any test function f . Thus

P z0

(
sup
t6T
|σ−1(Zt − γ̃t)|∞ 6

λ√
A

)
= Ez0

(
1KMT

)
.

where
K

def=
{

sup
t6T
|Bt|∞ 6

λ√
A

}
.

Now let α = (2/P z0(K))1/2, and K̂ be the event

K̂
def=
{(∫ T

0
ĥ(t) dBt

)2
< α2

∫ T

0
ĥ(t)2 dt

}
.

By Chebychev’s inequality and the Itô isometry, we see

P z0(K̂c) 6
1
α2 =

P z0(K)
2

,

and hence
P z0(K ∩ K̂) >

P z0(K)
2

.

Thus

Ez0(1KMT ) > Ez0

(
1K∩K̂ exp

(
−α

(∫ T

0
ĥ(t)2 dt

)1/2
− 1

2

∫ T

0
ĥ(t)2 dt

))
>

P z0(K)
2

inf
K

exp
(
−α

(∫ T

0
ĥ(t)2 dt

)1/2
− 1

2

∫ T

0
ĥ(t)2 dt

)
.(2.A.6)
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To estimate the exponential, note that on the event K we have

|ĥi(t)| =
|hi(t)|
σi

=
A

σi

∣∣∣∣vi(γ̃t + σBt)− vi(γ̃t) + vi(γ̃t)− ui(γ̃t)
∣∣∣∣

6
λ
√
A

σi

∑
j

σj‖∂jvi‖L∞(Γ̃+R) +
A|ui(γ̃t)− vi(γ̃t)|

σi
,(2.A.7)

for every i = 1, 2. Combining (2.A.7) with (2.A.6) completes the proof. �

Lemma 2.A.3. Using the same notation as in Lemma 2.A.1, we now additionally
assume

max
i∈{1,2}

∑
j=1,2

σj‖∂jvi‖L∞(R+Γ̃)

σi
6 C0(2.A.8)

∑
i=1,2

∫ T

0

A2|ui(γ̃t)− vi(γ̃t)|2

σ2
i

dt 6 C2
0 .(2.A.9)

Then there exists C1 = C1(C0, λ, β) > 0 such that

P z0

(
sup

06t6T
|σ−1(Zt − γ̃t)|∞ 6

λ√
A

)
> C1

Proof. Following the proof of Lemma 2.A.1, and using (2.A.8)–(2.A.9)
in (2.A.7) gives ∫ T

0
|ĥ(t)|2 dt 6 2C2

0(1 + λβd) .

Combined with (2.A.6) the lemma follows. �

Next, we show the following estimate for the side boundary layer.

Lemma 2.A.4. Let z0 ∈ B̃n
def= Bn − [c0, 1 − c0] × [0, 1] and n ∈ N; Zt be a

stochastic process satisfying (2.A.1)–(2.A.3) and γt be a deterministic process
satisfying

∂tγt = Av(γt) with γ0 = z0 .

Let T,R be as in (2.A.4), and Γ = {γ(t) | t ∈ [0, T ]} be the image of γ, and
assume
(2.A.10) ∂1v2 = 0 in Γ +R .

For M > 1, let R̃ε ⊆ [1 −M/
√
A, 1 + M/

√
A] be a Borel set, and T = m/A

for some m ∈ N. Then, there exists a constant C = Cm,M and ε0 > 0 such
that for all ε < ε0,

P z0

(
sup

06t6T
|Z1,t − γ1,t| 6

2M√
A
, sup

06t6T
|Z2,t − γ2,t| 6

ε√
A
,Z1,T − γ1,T ∈ R̃ε

)

> Cm,nP
(
|Bt| 6

2M√
A
,B1,T ∈ R̃ε

)(2.A.11)
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As before we write Z = (Z1, Z2), γ = (γ1, γ2), and the notation Zi,t and γi,t
denotes the values of the coordinate processes Zi and γi respectively at time t.

Proof. We follow the proof of Lemma 2.A.1, and explicitly substitute σ1 =
1 and σ2 = ε. Our conclusion (2.A.11) will follow provided we can show

(2.A.12)
∫ T

0
ĥ(t)2 dt 6 C ,

for some finite constant C, independent of ε. To bound this, we use the upper
bound (2.A.7), and observe that the second term on the right hand side is
identically 0 since u = v. For the first term, the only term that may grow
faster than

√
A is when i = 2 and j = 1. In this case, the assumption (2.A.10)

guarantees that this term is identically 0. Now squaring and integrating from
0 to T = m/A proves (2.A.12) as desired. �

Remark 2.A.5. If the velocity field v does not satisfy (2.A.10), then Lemma 2.A.4
still holds provided A is chosen so that A > 1/ε2. To see this we note
that (2.A.7) implies ∫ T

0
ĥ(t)2 dt 6

Cm

Aε2 .

If A > 1/ε2 the right hand side of this is bounded independent of ε, and so the
remainder of the proof of Lemma 2.A.4 remains unchanged.

Finally, we prove Lemmas I.2.7.3, and Lemma I.2.7.3, which were used in the
proofs of Theorem I.2.1.1 and Proposition I.2.1.3. Both proofs follow along the
lines of the above tube lemmas.

Proof of Lemma I.2.5.4. We only consider the case where z0 ∈ Q0/2.
The other cases are similar. First, recall that, by a direct calculation, we
can check T 6 |ln δ|/A. Therefore, for small enough ε, under the event
{|Zi,t − γi,t| 6 σi(|ln δ|A)−1/2 , ∀t 6 T , i = 1, 2}, we must have Zt ∈ Q0 for
t 6 T . Thus,
(2.A.13) v1(Zt) = Z1,t and v2(Zt) = −Z2,t .

Now define

dZ̃t = A

(
v1(γt)
v2(γt)

)
dt+ σ dBt

and write

(2.A.14) h(t) def= A

(
v1(γt)− v1(Z̃t)
v2(γt)− v2(Z̃t)

)
= A

(
γ1,t − Z̃1,t
−γ2,t + Z̃2,t

)
= A

(
−B1,t
εB2,t

)
.

As before, we define ĥ and a new measure P̂ by

ĥ(t) def= σ−1h(t) =
(

1 0
0 1/ε

)
h(t) = A

(
−B1,t
B2,t

)
,
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dP̂ = MT dP ,

where
Mt

def= exp
(
−
∫ t

0
ĥ(s) dBs −

1
2

∫ t

0
ĥ(s)2 ds

)
,

for 0 6 t 6 T . By the Girsanov theorem, the process

B̂t
def=
∫ t

0
ĥ(s) ds+Bt

is a Brownian motion with respect to the measure P̂ . Therefore, by uniqueness
of weak solutions of SDEs, we have

E(f(Zt)) = Ê(f(Z̃t)) = Ê(f(γ1,t +B1,t, γ2,t + εB2,t))
= E(f(γ1,t +B1,t, γ2,t + εB2,t)Mt) .

Hence

P x
(
|Zi,t − γi,t| 6

σi√
|ln δ|A

, ∀t 6 T , i = 1, 2
)

= Ex
(

1{
|Bt|∞6(|ln δ|A)−1/2 , ∀t6T

}MT

)
.

Now, we have that, by Itô formula,∫ t

0
ĥ(s) dBs = −A

∫ t

0
B1,s dB1,s + A

∫ t

0
B2,s dB2,s

=
A

2
(−B2

1,t +B2
2,t) .

Therefore,

Mt > exp
(
−A

2
(B2

1,t +B2
2,t)− A2

∫ t

0
(B2

1,s +B2
2,s) ds

)
.

Therefore, as T 6 |ln δ|/A, under the event

K
def=
{
|Bt|∞ 6

1√
|ln δ|A

, ∀t 6 T
}
,

we must have
MT > exp

(
− 1

2|ln δ|
− 2

)
> C .

Since P (K) ≈ 1/|ln δ|2, this finishes the proof. �

Proof of Lemma I.2.7.3. Let z0 ∈ Rh0 and T0 = inf{t > 0|γ2,t > 1−δ},
where γ is the solution to (I.2.5.7) with γ0 = z0. A direct calculation shows
that there exists C0 for which T0 6 C0/A. Furthermore, when x2 ∈ (0, 1− 2δ),
we have that

v(x1, x2) =
(
∂2H(x)
∂1H

)
=
(
H1(x1)
±x2

)
.
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Therefore, following the proof of the tube lemma (Lemma 2.A.1), we find that
the function ĥ(t) there satisfies

|ĥ(t)| = A

(
|H1(γ1,t)−H1(γ1,t +B1,t)|

|B2,t|

)
.

Therefore, under the event
{

supt6T0 |Bt| 6
√
T0 ;B2,T0 > 0

}
, it is true that

(2.A.15)
∫ T0

0
|ĥ(t)|2 dt 6 C .

We have that

K1
def=
{

sup
t6T0

|Zt − γt| 6
√
T0 ;Z2,T0 > 1− 2δ

}
⊆
{
κ1 6

C0

A

}
.

Following the proof of Lemma 2.A.1, by Girsanov’s theorem and (2.A.15), there
exists p1 ∈ (0, 1) such that

P z0(K1) > CP
(

sup
t6T0

|Bt| 6
√
T0 ;B2,T0 > 0

)
> p1 ,

from which (I.2.7.5) follows immediately. �



Part II

Coagulation-Fragmentation equations



CHAPTER 1

Introduction

The Coagulation-Fragmentation equation (C-F) is an integrodifferential equa-
tion that finds applications in many different fields, ranging from astronomy
to polymerization to the study of animal group sizes. The equation, with
pure coagulation, dates back to Smoluchowski [Smo16a], when he studied the
evolution of number density of particles as they coagulate. Later on, Blatz and
Tobolsky [BT45] use the full C-F to study polymerization-depolymerization
phenomena. The mathematical studies of this equation did not start until the
work of Melzak [Mel57], which was concerned with existence and uniqueness
of the solutions for bounded kernels. Since then, although there are still a lot
of open questions remain, major advancing has been made by both analytic
and probabilistic tools. We list here some, but not exhaustive, important
works that are relevant to our work. For existence and uniqueness of solutions,
there are the works of McLeod [McL62], Ball and Carr [BC90], Norris [Nor99],
Escobedo, Laurençot, Mischler and Perthame [EMP02; Esc+03]. For large
time behavior of solutions, there are the works of Aizenman and Bak [AB79],
Cañizo [Cañ07], Carr [Car92], Menon and Pego [MP04; MP06; MP08], Degond,
Liu and Pego [DLP17], Liu, Niethammer and Pego [LNP19], Niethammer
and Velázquez [NV13] and Laurençot [Lau19a]. For surveys of what has been
done, we refer the readers to two dated by now but still excellent surveys by
Aldous [Ald99] and da Costa [dCos15] and the new monographs by Banasiak,
Lamb, and Laurençot [BLL19].

Here, coagulation represents binary merging when two clusters of particles meet,
which happens at some pre-determined rates; and fragmentation represents
binary splitting of a cluster, also at some pre-determined rates. Thus, the
C-F describes the evolution of cluster sizes over time given that there are only
coagulation and fragmentation that govern the dynamics.

A particularly interesting phenomenon of the C-F is that given the right
conditions, the solution, while still physical, does not conserve mass at all time.
There are two ways that this could happen. One comes from the formation of
particles of infinite size; the other comes from the formation of particles of size
zero, both in finite time. The first, called gelation, happens when the coagulation
is strong enough [Esc+03]. The latter, called dust formation, happens when
the fragmentation is strong enough (see Bertoin [Ber06]). Typically, these
phenomena happen depending on the relative strengths between the coagulation
kernel and fragmentation kernel, not so much on the initial data. However,
there are borderline situations, where it is not very clear how solutions would
behave, hence more careful analysis needs to be done based on initial data.

58
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Both are very interesting and rich phenomena, and have been studied in various
contexts.

This part of the thesis is devoted to answer some of the questions concerning
the well-posedness and dynamics of solutions of the C-F in the regimes where
the phenomenon of gelation plays interesting roles. Our main approach is
to develop new techniques to analyze equations that result from the so-call
Bernstein transform, applied to the C-F. The use of Bernstein transform to
study the C-F for certain kernels was pioneered by Menon and Pego [MP04].

The results presented in this part of the thesis are from the works of the author
with Tran [TV21] (Chapter 2) and Pego [PV21] (Chapter 3).

II.1.1. The coagulation-fragmentation equation

To mathematically describe the C-F, we let c(s, t) > 0 be the density of clusters
of particles of size s > 0 at time t > 0. The evolution c is then given by

(II.1.1.1) ∂tc = Qc(c) +Qf (c) .

Here, the coagulation term Qc and the fragmentation term Qf could descibe
discrete dynamics (over N) or continuous dynamics (over [0,∞)). In the discrete
case,

Qc(c)(k, t) =
1
2

k−1∑
j=1

a(k − j, j)c(k − j, t)c(j, t)− c(k, t)
∞∑
j=1

a(k, j)c(j, t) ,

and

Qf (c)(k, t) = −1
2
c(k, t)

k−1∑
j=1

b(k − j, j) +
∞∑
j=1

b(k, j)c(k + j, t) .

Analogously, in the continuous case,

Qc(c)(s, t) =
1
2

∫ s

0
a(y, s− y)c(y, t)c(s− y, t) dy − c(s, t)

∫ ∞
0

a(s, y)c(y, t) dy ,

and

Qf (c)(s, t) = −1
2
c(s, t)

∫ s

0
b(s− y, y) dy +

∫ ∞
0

b(s, y)c(y + s, t) dy .

In both cases, a and b are called the coagulation kernel and fragmentation
kernel, respectively. They are nonnegative and symmetric functions defined on
N2 or [0,∞)2. We will specify these kernels later in the subsequent chapters.
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Weak solution. We say that c : N → [0,∞) is a weak solution to the
discrete coagulation-fragmentation if for every bounded function φ : N→ [0,∞),
we have

d

dt

∞∑
k=1

φ(k)c(k, t)

=
1
2

∞∑
j,k=1

(φ(j + k)− φ(j)− φ(k̂))a(j, k)c(j, t)c(k, t)

− 1
2

∞∑
k=1

k−1∑
j=1

(φ(k)− φ(j)− φ(k − j))b(j, k − j)c(k, t) .

(II.1.1.2)

Likewise, we say that c : [0,∞)2 → [0,∞) is a weak solution to the continuous
coagulation-fragmentation equation if for every test function φ ∈ BC([0,∞))∩
Lip([0,∞)) with φ(0) = 0, we have

d

dt

∫ ∞
0

φ(s)c(s, t) ds

=
1
2

∫ ∞
0

∫ ∞
0

(φ(s+ ŝ)− φ(s)− φ(ŝ))a(s, ŝ)c(s, t)c(ŝ, t) dŝds

− 1
2

∫ ∞
0

(∫ s

0
(φ(s)− φ(ŝ)− φ(s− ŝ)) dŝ

)
b(ŝ, s− ŝ)c(s, t) ds .

(II.1.1.3)

Here, BC([0,∞)) is the class of bounded continuous functions on [0,∞), and
Lip([0,∞)) is the class of Lipschitz continuous functions on [0,∞).

II.1.2. Some mathematical tools

In this section, we remind the reader about some main tools that we will employ
later on. Even though these tools are somewhat new to the study of C-F, they
are quite standard in other parts of mathematics and have been developed a
lot in the last few decades.

II.1.2.1. Bernstein transform and functions. In this subsection, we
record a representation theorem of Bernstein functions. The results here are
classical and can be found in great details in the book by Schilling, Song and
Vondraček [SSV12].

Definition II.1.2.1. A function f : (0,∞)→ [0,∞) is a Bernstein function if
f ∈ C∞((0,∞)) and, for n ∈ N,

(−1)n+1 d
n

dxn
f > 0 .
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Theorem II.1.2.2. A function f : (0,∞)→ [0,∞) is a Bernstein function if
and only if it can be written (uniquely) as

(II.1.2.1) f(x) = a0x+ a∞ +
∫

(0,∞)
(1− e−sx)µ(ds), x ∈ (0,∞) ,

where a0, a∞ > 0 and µ is a measure such that∫
(0,∞)

min{1, s}µ(ds) <∞ .

The triple (a0, a∞, µ) is called the Lévy triple.

In other words, a Bernstein function is a Bernstein transform on the extended
real line [0,∞]. The proof of this theorem and more beautiful properties of
Bernstein functions and transform could be found in the book by Schilling,
Song, and Vondraček [SSV12].

Next, consider f : [0,∞) → [0,∞) which is a Bernstein function such that
f(0) = 0 and f is sublinear. By Theorem II.1.2.2, f has the representation
formula (II.1.2.1). Firstly, let x→ 0+ to get that

a∞ = lim
x→0+

f(x) = 0 .

Secondly, divide (II.1.2.1) by x, let x → ∞ and use the sublinearity of F to
yield further that

a0 = lim
x→∞

f(x)
x

= 0 .

Thus, under two additional conditions that f(0) = 0 and f is sublinear, we get
that a0 = a∞ = 0, and therefore,

f(x) =
∫

(0,∞)
(1− e−sx)µ(ds), x ∈ (0,∞) .

For each Lévy triple (a0, a∞, µ), we can define a finite measure κ on [0,∞] by

(II.1.2.2) dκ(x) = a0dδ0(x) + a∞dδ∞(x) + min{x, 1} dµ(x) .

The Bernstein transform is also known as the “Laplace exponent” in probability
literature. It is a more general notion of the Laplace transform as it can be
used to deal with certain singular measures near 0. We note that the derivative
of a Bernstein transform of a measure is completely monotone and, hence, is a
Laplace transform of a measure. The following continuity theorem is useful
when one has to deal with limits of Bernstein transforms.

Theorem II.1.2.3 ([ILP18]). Let (ak0, ak∞, µk) be a sequence of Lévy triples with
Bernstein transforms fk (defined by (II.1.2.1)) and the associated measures κk
(defined by (II.1.2.2)). Then the following statements are equivalent:

(1) The function f(x) def= limk→∞ f
k(x) exists for each x ∈ (0,∞).
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(2) The sequence κk converges weakly-? on [0,∞] to some finite measure
κ. That is, for every g ∈ C([0,∞]), we have

lim
k→∞
〈g, κk〉 = 〈g, κ〉 .

If either condition holds then f and κ corresponds to a unique Lévy triple via
(II.1.2.1) and (II.1.2.2), respectively.

To our knowledge, the proof of this theorem is surprisingly recent [MP08].A
simplified proof is given in the appendix of the paper [ILP18].

II.1.2.2. Viscosity solutions. In this subsection, we record the defini-
tion and a few facts about viscosity solutions for first order Hamilton-Jacobi
equations. The results here are classical and can be found in great details in
the books by Bardi, Capuzzo-Dolcetta and Crandall [BC97; Cra97].

Let Ω ⊆ Rn be a domain in Rn. Consider the Cauchy problem for following
Hamilton-Jacobi equation on Ω× [0,∞)

(II.1.2.3)


∂tF +H(x, F,DF ) = 0 x ∈ Ω ,

F (x, t) = G(x, t) x ∈ ∂Ω ,

F (x, 0) = F0(x) .

Definition II.1.2.4. For each T > 0, a function F : Ω× [0, T )→ R is called:

(a) a viscosity sub-solution of (II.1.2.3) if F ∈ USC(Ω× [0, T )), F (·, 0) 6 F0,
F (·, t) 6 G on ∂Ω, and for every ϕ ∈ C1(Ω× (0, T )) such that F (x0, t0) =
ϕ(x0, t0) and F − ϕ has a strict max at (x0, t0), then

∂tϕ(x0, t0) +H(x, ϕ(x0, t0), Dϕ(x0, t0)) 6 0 .
(b) a viscosity super-solution of (II.1.2.3) if F ∈ LSC(Ω× [0, T )), F (·, 0) > F0,

F (·, t) > G on ∂Ω, and for every ϕ ∈ C1(Ω× (0, T )) such that F (x0, t0) =
ϕ(x0, t0) and F − ϕ has a strict min at (x0, t0), then

∂tϕ(x0, t0) +H(x, ϕ(x0, t0), Dϕ(x0, t0)) > 0 .
(c) a viscosity solution of II.1.2.3 if it is both a viscosity sub-solution and a

viscosity super-solution.

For the purposes of this thesis, we suppose that the Hamiltonian H : Ω× R×
Rn → R satisfies the following conditions

(H)


H ∈ BUC(Rn ×B(0, R)) ∀R > 0 ,
lim
|p|→∞

inf
x∈Rn

H(x, p) =∞ .

For unbounded domain, solutions to equation (II.1.2.3) could be non-unique
if there are no extra criteria to select the right solution. One such criterion
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could be sublinearity, which is relevant to our work in this thesis. More general
discussions about the selection criteria on unbounded domains could be found
in [BC97; Cra97].

Theorem II.1.2.5 (Comparison principle). Let Ω = [0,∞) and assume condi-
tion (H). Suppose F ∗ and F∗ are super-solution and sub-solution, respectively,
to the equation (II.1.2.3) such that

lim
x→∞

F ∗

x
= lim

x→∞

F∗
x

= 0 .

Then F∗ 6 F ∗.

Corollary II.1.2.6. Let Ω = [0,∞) and assume condition (H). Then, there
is at most one sub-linear solution to equation (II.1.2.3).

Remark II.1.2.7. After having the comparison principle, to show existence,
one will need to construct a sub-solution and a super-solution that has the
desired property (in this case, sublinearity) and then use Perron’s method to
conclude. This is the task for our specific problem in Chapter 2.



CHAPTER 2

Well-posedness for multiplicative coagulation and
constant fragmentation kernels

II.2.1. Introduction

The main goal of this chapter is to propose a new framework to analyze a border-
line situation described by Escobedo, Laurençot, Mischler and Perthame [EMP02;
EMP02], where solutions to the C-F may or may not exhibit gelation, depend-
ing on the initial data (as opposed to the type of kernels). In particular, we
analyze the properties of viscosity solutions of a new singular Hamilton-Jacobi
equation (H-J), which results from transforming the C-F equation via the
so-called Bernstein transform. This, in our opinion, is natural and elegant since
it requires very minimal assumptions.

Throughout this chapter, we only deal with the continuous C-F and always
assume that

a(s, ŝ) = sŝ and b(s, ŝ) = 1 for all s, ŝ > 0 .

II.2.1.1. The Bernstein transform. Consider the Bernstein transform
of c, for (x, t) ∈ [0,∞)2,

F (x, t) def=
∫ ∞

0
(1− e−sx)c(s, t) ds

and let
φx(s) = 1− e−sx ,

we have

∂tF (x, t) =
1
2

∫ ∞
0

∫ ∞
0

(1− e−(s+ŝ)x − 1 + e−sx − 1 + e−ŝx)sc(s, t)ĉ(ŝ, t) dŝds

− 1
2

∫ ∞
0

∫ s

0
(1− e−sx − 1 + e−(s−ŝ)x − 1 + e−ŝx) dŝ c(s, t) ds

= −1
2

∫ ∞
0

∫ ∞
0

(1− e−sx)(1− e−ŝx)sc(s, t)ŝc(ŝ, t) dŝds

− 1
2

∫ ∞
0

(−s− se−sx +
2
x

(1− e−sx))c(s, t) ds

= −1
2

(m1(t)− ∂xF (x, t))2 +
m1(t)

2
+
∂xF (x, t)

2
− F (x, t)

x

= −1
2

(m1(t)− ∂xF (x, t))(m1(t)− ∂xF (x, t) + 1)− F (x, t)
x

+m1(t) .

64
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Here, m1(t) is the total mass (first moment) of all particles at time t > 0, that
is,

m1(t) =
∫ ∞

0
sc(s, t) ds .

Let us assume that m1(t) <∞ for all t > 0. The key point is to transform a
seemingly hopeless nonlocal equation to a somewhat more tractable nonlinear
PDE, which enjoys some major developments in the past few decades. If
conservation of mass holds, then we can assume m1(t) = m > 0 for all t > 0
for some m ∈ (0,∞). This fact, together with the above computations, leads
to the following PDE for F .

∂tF +
1
2

(∂xF −m)(∂xF −m− 1) +
F

x
−m = 0 in (0,∞)2 ,(II.2.1.1a)

0 6 F (x, t) 6 mx on [0,∞)2 ,(II.2.1.1b)
F (x, 0) = F0(x) on [0,∞) .(II.2.1.1c)

One then can study wellposedness and properties of solutions of (II.2.1.1) to
deduce back information of C-F. Indeed, this is our main goal.

Note that the condition (II.2.1.1b) implies that F (0, t) = 0 and that it comes
directly from the Bernstein transform. Indeed, as c > 0, it is clear that F > 0.
Besides, the inequality 1− e−sx 6 sx for s, x > 0 gives

F (x, t) =
∫ ∞

0
(1− e−sx)c(s, t) ds 6

∫ ∞
0

sxc(s, t) ds = mx .

Moreover, the dominated convergence theorem gives

lim
x→∞

F (x, t)
x

= lim
x→∞

∫ ∞
0

1− e−sx

x
c(s, t) ds = 0 ,

which means that F (x, t) is sublinear in x. Here, for a given function ψ :
[0,∞)→ R, we say that it is sublinear if

lim
x→∞

ψ(x)
x

= 0.

It is therefore natural to search for solutions of (II.2.1.1) that are sublinear in
x.

It is worth noting that (II.2.1.1) is a Hamilton-Jacobi equation with the
Hamiltonian

H(p, z, x) =
1
2

(p−m)(p−m− 1) +
z

x
−m for all (p, z, x) ∈ R×R× (0,∞) ,

which is of course singular at x = 0. Besides, H is monotone, but not Lipschitz
in z as

∂zH(p, z, x) =
1
x
> 0 and lim

x→0+
∂zH(p, z, x) = lim

x→0+

1
x

= +∞ .

This means that (II.2.1.1) does not fall into the classical theory of viscosity
solutions to Hamilton-Jacobi equations developed by Crandall and Lions [CL83]
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(see also Crandall, Evans and Lions [CEL84]). It is thus our purpose to develop
a framework to study wellposedness and further properties of solutions to
(II.2.1.1). For a different class of Hamilton-Jacobi equations that is singular in
p (but not in z), see the radially symmetric setting in Giga, Mitake and Tran
[GMT16].

We emphasize that for wellposedness and regularity results, we do not need
to impose all the properties of the Bernstein transform of the initial data
c0 = c(·, 0). To be precise, a Bernstein transform of a measure is a C∞((0,∞))
(in fact, analytic) function. However, we only assume F0 to be Lipschitz and
sublinear for our wellposedness result and more regular for our regularity
results.

A more important point is that our assumption on c0 is minimal. For existence
and uniqueness results, we do not have any restrictions on moments of c0 except
finite first moment so that the derivative of the Bernstein transform makes
sense. In particular, we only require

m1(0) =
∫ ∞

0
sc0(s) ds <∞ .

This also makes physical sense since one often wishes that the initial total mass
to be finite before talking about conservation of mass. Of course, we will need
to put in more conditions for our regularity results.

Remark II.2.1.1. In fact, we are also able to define weak solutions in the
measure sense to (II.1.1.1) in a similar fashion.

For each t > 0, let ct(ds) be a positive Radon measure in (0,∞). Then, we say
that ct(ds) is a weak solution in the measure sense to (II.1.1.1) if for every test
function φ ∈ BC([0,∞)) ∩ Lip([0,∞)) with φ(0) = 0, we have

d

dt

∫ ∞
0

φ(s) ct(ds) =
1
2

∫ ∞
0

∫ ∞
0

(φ(s+ ŝ)− φ(s)− φ(ŝ))sŝ ct(ds)ct(dŝ)

− 1
2

∫ ∞
0

(∫ s

0
(φ(s)− φ(ŝ)− φ(s− ŝ)) dŝ

)
ct(ds) .

This is clearly a weaker notion of solutions than that in (II.1.1.3). Nevertheless,
the Bernstein transform of ct(ds) and (II.2.1.1) still make perfect sense. We
will use this notion of solutions when talking about the existence results for
the C-F.

II.2.1.2. A conjecture. In [EMP02; Esc+03], the authors conjectured
that in borderline situations where coagulation kernel and fragmentation kernel
balance each other out, the solution will conserve mass if the initial data have
small enough total mass. Otherwise, for large total mass initial data, gelation
will occur. In the paper by Vigil and Ziff [VZ89], the authors argued that if
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the zeroth moment of the solution reaches negative value in finite time, one
expects coagulation to dominate, hence gelation will occur.

It has been expected by experts in the field that for our specific kernels, the
critical initial mass should be m1(0) = 1 so that for m1(0) > 1, one has gelation;
and for m1(0) 6 1, one has solutions that conserve mass. We give here a simple
reason why such expectation arises.

Integrating equation (II.1.1.1) and denoting m0(t) =
∫∞

0 c(s, t) ds, the zeroth
moment, we get the following equation

d

dt
m0(t) =

1
2
m1(t)(1−m1(t)) .

Suppose now m1(t) = m1(0) > 1 as it is true before gelation occurs (if ever).
Then m0(t) will be negative in finite time. On the other hand, m0(t) remains
positive if 0 6 m1(0) 6 1. Therefore, by the reasoning above, m1(0) = 1 is
believed to be the critical mass. Our goal is to give results towards resolving
this conjecture, which will be detailed in the next subsection.

II.2.1.3. Main results. In this subsection, we give rigorous statements
about our results, which we believe to be the stepping stones for further
investigations in the future, both in the theory of viscosity solutions and in the
theory of C-F.

First and foremost, we need to understand the existence and uniqueness of
viscosity solutions for equation (II.2.1.1).

Theorem II.2.1.2. Assume that 0 < m 6 1. Assume further that F0 is
Lipschitz, sublinear, and 0 6 F0(x) 6 mx. Then, (II.2.1.1) has a unique
Lipschitz, sublinear solution F .

The proof of this theorem is given in Section II.2.2. Theorem II.2.1.2 gives us
a simple but important implication about C-F.

Corollary II.2.1.3. Assume thatm1(0) = m ∈ (0, 1]. Then, equation (II.1.1.1)
has at most one mass-conserving solution.

We believe that the uniqueness result of Corollary II.2.1.3 is new in the
literature although existence results of mass-conserving solutions for (II.1.1.1)
for the whole range of m1(0) ∈ (0, 1] are still not yet available. In a recent
important work, Laurençot [Lau19a] showed existence and uniqueness of mass-
conserving solutions to (II.1.1.1) under some additional moment conditions for
0 < m1(0) < 1

4 log 2 . In Theorem II.2.1.8 below, we obtain existence (and of
course uniqueness) of mass-conserving weak solutions in the measure sense to
(II.1.1.1) in case that 0 < m1(0) < 1

2 , and c(·, 0) has bounded second moment.
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We note that, in general, if the viscosity solution to the Hamilton-Jacobi
equation forms shocks, one cannot have a solution of C-F that conserves mass
anymore. This is because if there were a solution of C-F that conserves mass,
its Bernstein transform would need to solve the Hamilton-Jacobi equation and
at the same time would need to be smooth. This cannot be the case if there
were shocks.

It is, therefore, of our interest to study the regularity of the viscosity solutions
of the equation (II.2.1.1). Moreover, regularity results in the theory of viscosity
solutions are important in their own rights.

Theorem II.2.1.4. Suppose m > 1. Assume that F0 is smooth, sublinear,
and 0 6 F0(x) 6 mx. Then equation (II.2.1.1) does NOT admit a solution
F ∈ C1([0,∞)2) which is sublinear in x.

The proof of this theorem is given in Subsection II.2.3.1. Based on our discussion
above, Theorem II.2.1.4 implies immediately the following consequence.

Corollary II.2.1.5. Assume that m1(0) = m > 1. Then, there is no mass-
conserving solution to equation (II.1.1.1).

A version of Corollary II.2.1.5 already appeared in [BLL19]. We here obtain
non-existence of mass-conserving solutions under the minimal assumption, that
is, m1(0) > 1. We do not need to assume anything else about other moments.
In particular, we do not need to impose that the zeroth moment, number of
clusters, is finite as in [BLL19]. It is also worth noting that Corollaries II.2.1.3
and II.2.1.5 hold true for mass-conserving weak solutions in the measure sense
to (II.1.1.1) as well.

To study regularity of F for 0 < m 6 1, we impose more conditions on F0 as
following. Assume that there exist β ∈ (0, 1) and C > 0 such that

0 6 F ′0(x) 6 m and F ′0(0) = m,(A1)
−C 6 F ′′0 (x) 6 0 ,(A2)

−m
e
6 xF ′′0 (x) 6 0 and ‖xF ′′0 ‖C0,β([0,∞)) 6 C .(A3)

The above assumptions hold true when F0 is the Bernstein transform of
c0 = c(·, 0), where c0 has m1(0) = m and also bounded second moment, that is,

m2(0) =
∫ ∞

0
s2c(s, 0) ds 6 C .

Indeed,

0 6 F ′0(x) =
∫ ∞

0
se−xsc(s, 0) ds 6 m,
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and F ′0(0) = m. For second derivative, one has

−C 6 F ′′0 (x) = −
∫ ∞

0
s2e−xsc(s, 0) ds 6 0 ,

and

xF ′′0 (x) = −
∫ ∞

0
s2xe−xsc(s, 0) ds = −

∫ ∞
0

(sxe−xs)sc(s, 0) ds > −m
e
.

We use the fact that re−r 6 e−1 for r ≥ 0 in the above. Besides, for x, y ∈
[0,∞),

|xF ′′0 (x)− yF ′′0 (y)| 6
∫ ∞

0
|xe−xs − ye−ys|s2c(s, 0) ds

6
∫ ∞

0
|x− y|s2c(s, 0) ds 6 C|x− y|.

In the second inequality above, we use the point that |xe−xs− ye−ys| 6 |x− y|,
which can be derived by the usual mean value theorem and∣∣∣(ze−zs)′∣∣∣ =

∣∣∣e−zs − zse−zs∣∣∣ 6 1 for all z > 0.

We first show that F is always concave in x provided that (A1)–(A2) hold and
0 < m 6 1.

Lemma II.2.1.6. Assume (A1)–(A2), and 0 < m 6 1. Assume further that
F0 is sublinear, and 0 6 F0(x) 6 mx. Then, the sublinear solution F to the
equation (II.2.1.1) is concave in x for each t > 0.

The concavity of F in the above lemma is rather standard as the Hamiltonian
is convex (in fact quadratic) in p. Of course, we need to be careful with the
singularity of H in x at x = 0, but otherwise, the arguments in the proof of
Lemma II.2.1.6 are quite classical. Next, we show that in a smaller range of
m (0 < m < 1

2), F ∈ C
1,1((0,∞)2) ∩ C1([0,∞) × (0,∞)) under assumptions

(A1)–(A3). It is worth noting that we do not need to put any assumption on
third or higher derivatives of F0.

Theorem II.2.1.7. Assume (A1)–(A3), and 0 < m < 1
2 . Assume further

that F0 is bounded, and 0 6 F0(x) 6 mx. Then the sublinear solution F to
the equation (II.2.1.1) is in C1,1((0,∞)2) ∩ C1([0,∞)× (0,∞)). Moreover, F
satisfies that, for (x, t) ∈ (0,∞)2,

0 6 ∂xF (x, t) 6 m and − 1 6 x∂2
xF (x, t) 6 0.

To the best of our knowledge, the regularity result in Theorem II.2.1.7 is new
in the literature. The proofs of Lemma II.2.1.6 and Theorem II.2.1.7 are given
in Subsection II.2.3.2. Next is our existence result for C-F when 0 < m < 1

2 .
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Theorem II.2.1.8. Assume that F0 is the Bernstein transform of c0 = c(·, 0),
where c0 has m1(0) = m ∈ (0, 1

2) and also bounded zeroth and second moments,
that is,

m0(0) =
∫ ∞

0
c(s, 0) ds 6 C and m2(0) =

∫ ∞
0

s2c(s, 0) ds 6 C .

Then (II.1.1.1) has a mass-conserving weak solution in the measure sense.

Of course, this mass-conserving weak solution in the measure sense is unique
thanks to Corollary II.2.1.3. The range we get here for 0 < m1(0) < 1

2 is an
improvement to the previous range of 0 < m1(0) < 1

4 log 2 obtained in [Lau19a].
The proof of Theorem II.2.1.8 is given in Subsection II.2.3.2.3. Basically,
under the assumptions of Theorem II.2.1.8, we first need to show that F ∈
C∞((0,∞)2) in Proposition II.2.3.9. Then, we deduce that (−1)n+1∂nxF > 0 for
all n ∈ N in Proposition II.2.3.10. These highly nontrivial regularity results of F ,
together with a characterization of Bernstein functions (see Subsection II.1.2.1
of Chapter 1), allow us to obtain Theorem II.2.1.8.

We then obtain the following large time behavior result for F in case 0 < m < 1.
Here, we do not need assumption (A3).

Theorem II.2.1.9. Assume (A1)–(A2). Let 0 < m < 1, F0 be sublinear,
and 0 6 F0(x) 6 mx. Let F be the Lipschitz, sublinear solution to equa-
tion (II.2.1.1). Then
(II.2.1.2) lim

t→∞
F (x, t) = mx

locally uniformly on [0,∞).

Remark II.2.1.10. It is worth noting that (II.2.5.2) is only useful for 0 < m < 1,
and is meaningless when m = 1. Large time behavior of F in case m = 1 has
been studied recently by Mitake, Tran and Van [MTV21].

Heuristically, Theorem II.2.1.9 implies that as t→∞, all the solutions (mass-
conserving or not) will turn to dusts (particles of size zero) if their initial total
mass is less than 1. To see this, we note that, if F∞(x) = limt→∞ F (x, t) is a
Bernstein transform, then for some measure µ∞,

F∞(x) =
∫ ∞

0
(1− e−sx)µ∞(ds) = mx .

Differentiating in x, it is necessary that∫ ∞
0

se−sx µ∞(ds) = m,

which implies sµ∞(ds) = mδ0(ds).

To avoid any confusion, we conclude the introduction by emphasizing the
following points.
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• While the viscosity solution to the Hamilton-Jacobi equation (II.2.1.1)
itself does not correspond to any extension of weak solutions to the C-F,
if the viscosity solution F is smooth (i.e., a smooth classical solution)
and (−1)n+1∂nxF > 0 in (0,∞)2 for all n ∈ N, it would correspond
to a mass-conserving weak solution in the measure sense to the C-F.
Therefore, regularity of the viscosity solution will imply whether one
could have a mass-conserving weak solution in the measure sense to
the C-F or not. This is, obviously, an extremely hard and central issue
in the theory of viscosity solutions.
• Here, we achieve uniqueness of mass-conserving weak solutions to the C-
F for 0 < m1(0) 6 1. We show existence of such mass-conserving weak
solutions for 0 < m1(0) < 1

2 , and of course, the range 1
2 6 m1(0) 6 1

is still open.
• To obtain a classical mass-conserving solution for equation (II.1.1.1)
in case 0 < m1(0) < 1

2 , one needs to show that the mass-conserving
weak solution in the measure sense actually admits a density, which
requires more properties from the corresponding Bernstein function.
This has been done by Degond, Liu and Pego [DLP17] in a different
setting, but remains a hard problem here and will be addressed in
future works.

II.2.2. Wellposedness of (II.2.1.1) in case m ∈ (0, 1]

We first prove the existence and uniqueness of viscosity solutions to (II.2.1.1).
In this section, we always assume that conditions of Theorem II.2.1.2 are in
force.

II.2.2.1. Existence of viscosity solutions to (II.2.1.1). We search for
sublinear solutions to (II.2.1.1) which satisfy (II.2.1.1b), that is,

0 6 F (x, t) 6 mx for all (x, t) ∈ [0,∞)2 .

Since (II.2.1.1) is singular at x = 0, we cut off its singularity by introducing a
sequence of function {φn} where

φn(x) = max
{ 1
n
, x
}

for all x ∈ [0,∞) .

By the classical theory of viscosity solutions, we have that for each n ∈ N, the
equation
(II.2.2.1)

∂tF + 1
2(∂xF −m)(∂xF −m− 1) + F

φn(x) −m = 0 in (0,∞)2 ,

F (x, 0) = F0(x) on [0,∞) ,
F (0, t) = 0 on [0,∞) ,
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has a unique sublinear viscosity solution F n. In fact, the sublinearity of F n

can be seen through the fact that

F0(x)− Ct 6 F n(x, t) 6 F0(x) + Ct for all (x, t) ∈ [0,∞)2 ,

as F0(x)− Ct, F0(x) + Ct are a subsolution and a supersolution to (II.2.2.1),
respectively, for some C > 0 sufficiently large. To see this, we have

C +
1
2

(∂xF0(x)−m)(∂xF0(x)−m− 1) +
F0(x) + Ct

φn(x)
−m > 0

and

−C +
1
2

(∂xF0(x)−m)(∂xF0(x)−m− 1) +
F0(x)− Ct

φn
−m 6 0

provided that

C > 2m+ sup
x∈(0,∞)

|(∂xF0(x)−m)(∂xF0(x)−m− 1)| .

Lemma II.2.2.1. For each n ∈ N, let F n be the viscosity solution to equa-
tion (II.2.2.1). Then, we have that

(II.2.2.2) F n+1 6 F n

for all n ∈ N.

Proof. To see this, we note that φn > φn+1. Therefore
F n

φn
6

F n

φn+1
,

which implies that F n is a supersolution to equation (II.2.2.1) with φn+1. Thus,
(II.2.2.2) follows. �

Lemma II.2.2.2. For each n ∈ N, let F n be the viscosity solution to equa-
tion (II.2.2.1). Then, {F n} is equi-Lipschitz, that is, there exists a constant
C > 0 so that for every n ∈ N,

(II.2.2.3) |F n(x1, t1)− F n(x0, t0)| 6 C(|t1 − t0|+ |x1 − x0|) ,

for every t0, t1, x0, x1 ∈ [0,∞).

Proof. We achieve global Lipschitz property in time using the solutions
to the approximation problems. We note that equation (II.2.2.1) obeys the
classical theory of viscosity solutions so the comparison principle holds.

For each n ∈ N, we have that φ− ≡ 0 is a subsolution and φ+ = mx+ 1
n
is a

supersolution to equation (II.2.2.1). To see the subsolution, we have that

1
2
m(m+ 1)−m =

m(m− 1)
2

6 0 .
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To see the supersolution, we have that

mx+ 1
n

φn(x)
−m =


1
nx

if x > 1
n
,

nmx+ 1−m if x 6 1
n
,

which is always nonnegative. On the other hand, as shown just before Lemma
II.2.2.1, we also have that F0(x)− Ct and F0(x) + Ct are a subsolution and a
supersolution to (II.2.2.1), respectively. Therefore, G−(x, t) def= max{0, F0(x)−
Ct} is also a subsolution, and G+(x, t) def= min{mx + 1

n
, F0(x) + Ct} is also a

supersolution to (II.2.2.1). And so, by the comparison principle,
(II.2.2.4) G−(x, t) 6 F n(x, t) 6 G+(x, t) .
Thus, for t > 0,

|F n(x, t)− F n(x, 0)| 6 Ct .

By the L∞-contractive property of solutions to Hamilton-Jacobi equations
(which follows from the comparison principle itself), for every t0, t1 ∈ [0,∞)
with t1 > t0,
(II.2.2.5)

sup
x
|F n(x, t1)− F n(x, t0)| 6 sup

x
|F n(x, t1 − t0)− F n(x, 0)| 6 C|t1 − t0| .

This is equivalent to the fact that
(II.2.2.6) |∂tF n(x, t)| 6 C

in the viscosity sense. Therefore, rearranging equation (II.2.2.1) and using
triangle inequality, estimates (II.2.2.4) and (II.2.2.6), we have

|(∂xF n −m)(∂xF n −m− 1)| = 2
∣∣∣∣−∂tF n +m− F n

φn(x)

∣∣∣∣ 6 C

in the viscosity sense. Therefore, there exists a constant C > 0 (independent
of n ∈ N) so that

|∂xF n| 6 C

in the viscosity sense, which is equivalent to
(II.2.2.7) |F n(x1, t)− F n(x0, t)| 6 C|x1 − x0|
for every x1, x0 ∈ (0,∞). Combining estimates (II.2.2.5) and (II.2.2.7), we get
the desired inequality (II.2.2.3). �

Lemma II.2.2.3. There exists a function F so that {F n} converges to F locally
uniformly on [0,∞)2, and F is sublinear, uniformly Lipschitz with the same
Lipschitz constant as in Lemma II.2.2.2. Furthermore, F is a viscosity solution
to equation (II.2.1.1).

Proof. The locally uniform convergence follows from Lemmas II.2.2.1
and II.2.2.2. It is clear from the convergence and (II.2.2.4) that F is sublinear,
and 0 6 F (x, t) 6 mx for all (x, t) ∈ [0,∞)2. The fact that F is a viscosity
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solution to (II.2.1.1) follows directly from the definition and the facts that
{F n} converges to F locally uniformly and {φn} converges to x uniformly. �

II.2.2.2. Uniqueness of solutions to (II.2.1.1).

Lemma II.2.2.4 (Comparison Principle). Let u be a sublinear viscosity sub-
solution and v be a sublinear viscosity supersolution to equation (II.2.1.1),
respectively. Then u 6 v.

Proof. We have that for every n ∈ N, u is a subsolution, and vn def= v + 1
n

is a supersolution to equation (II.2.2.1), respectively. The subsolution is clear
to see.

To check the supersolution property, we note that, since m 6 1,

v + 1
n

φn
−m =


v
x

+ 1
nx
−m > v

x
−m, for x > 1

n
,

nv + 1−m > 0 > v
x
−m, for x < 1

n
.

Therefore,

∂tv
n +

1
2

(∂xvn −m)(∂xvn −m− 1) +
vn

φn(x)
−m

> ∂tv +
1
2

(∂xv −m)(∂xv −m− 1) +
v

x
−m > 0

in the viscosity sense. By the classical theory of viscosity solution applied to
equation (II.2.2.1), we imply that

u 6 vn .

But as vn → v locally uniformly as n→∞, we then conclude
u 6 v ,

as desired. �

Let us now give the proof of Theorem II.2.1.2.

Proof of Theorem II.2.1.2. By Lemma II.2.2.3, (II.2.1.1) admits a solu-
tion F , which is Lipschitz on [0,∞)2, and is sublinear in x. Lemma II.2.2.4
then yields the uniqueness of F . �

Corollary II.2.1.3 then follows immediately.

Proof of Corollary II.2.1.3. Let c be a mass-conserving solution to (II.1.1.1)
with m = m1(0) ∈ (0, 1]. Let F, F0 be the Bernstein transforms of c, c0 = c(·, 0),
respectively. Then, F is a solution to (II.2.3.1), F is sublinear in x, and
F ∈ C∞((0,∞)2) ∩ C1([0,∞)2). In particular, F is the unique sublinear
viscosity solution to (II.2.3.1). This gives the uniqueness of c. �
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II.2.3. Regularity results

II.2.3.1. Non-existence of C1 sublinear solutions when m > 1. We
first show the impossibility of C1 sublinear solutions when m > 1. It is
important to note that the sublinear requirement is used crucially here as
(II.2.1.1) admits special solutions ψ1(x, t) = mx and ψ2(x, t) = (m − 1)x for
all (x, t) ∈ [0,∞)2, which are both linear in x.

Proof of Theorem II.2.1.4. We proceed by contradiction and suppose
that such a solution F exists. Then,

F (0, t) = 0 and ∂tF (0, t) = 0 .
Let x→ 0+ in (II.2.1.1) and use the fact that

∂xF (0, t) = lim
x→0+

F (x, t)− F (0, t)
x

= lim
x→0+

F (x, t)
x

to yield
1
2

(∂xF (0, t)−m)(∂xF (0, t)−m− 1) + ∂xF (0, t)−m = 0 .

Thus, either ∂xF (0, t) = m or ∂xF (0, t) = m− 1. In other words, ∂xF (0, t) >
m− 1 > 0. Now, fix σ ∈ (0,m− 1). By sublinearity in x of F , for a fixed t > 0,
there exists xt > 0 such that

ϕ(t) def= max
x∈[0,∞)

(F (x, t)− σx) = F (xt, t)− σxt > 0 .

The computations from here to the end of this proof are all justified in the
viscosity sense. Observe that, at x = xt, ∂xF (xt, t) = σ and F (xt, t)/xt > σ.
Therefore,

∂tF (xt, t) 6 −
1
2

(σ−m)(σ−m−1)− (σ−m) = −1
2

(σ−m)(σ−m+1) def= −c0 .

Furthermore,

ϕ′(t) = lim
s→0+

ϕ(t)− ϕ(t− s)
s

= lim
s→0+

[F (xt, t)− σxt]− [F (xt−s, t− s)− σxt−s]
s

6 lim
s→0+

[F (xt, t)− σxt]− [F (xt, t− s)− σxt]
s

= ∂tF (xt, t) 6 −c0 < 0 .

Therefore, there exists T > 0 so that ϕ(T ) < 0, which is a contradiction. �

Proof of Corollary II.2.1.5. Assume by contradiction that there exists
a mass-conserving solution c to (II.1.1.1) with m = m1(0) > 1. Let F, F0 be
the Bernstein transforms of c, c0 = c(·, 0), respectively. Then, F is a solution
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to (II.2.3.1), F is sublinear in x, and F ∈ C∞((0,∞)2) ∩ C1([0,∞)2). This of
course contradicts Theorem II.2.1.4. The proof is complete. �

II.2.3.2. The case 0 < m 6 1. In the case 0 < m 6 1, a central topic we
set out to study is when is it that classical solutions to the equation (II.2.1.1)
exist for all time. This is not a simple task as viscosity solutions to Hamilton-
Jacobi equations are Lipschitz, but might not be C1 in general.

To do this, we study another regularized version of equation (II.2.1.1) by adding
a viscosity term and then study the vanishing viscosity limit. Specifically, for
ε > 0, we consider

(II.2.3.1)


∂tF + 1

2(∂xF −m)(∂xF −m− 1) + F
x
−m = εa(x)∂xxF ,

F (x, 0) = F0(x) ,
F (0, t) = 0 .

In this section, we use assumptions (A1)–(A3) whenever needed.

We give ourselves some freedom of choices for the nonnegative function a(x).
This freedom gives us some flexibility in proving bounds.

II.2.3.2.1. Concavity of F when 0 < m 6 1. In this section, we always
assume (A1)–(A2), and F0 is sublinear, and 0 6 F0(x) 6 mx. For each ε > 0,
let F ε

1 be the classical solution to equation (II.2.3.1) corresponding to a ≡ 1.
By regularity theory for parabolic equations, F ε

1 ∈ C∞((0,∞)2) ∩ C2
1 ([0,∞)×

(0,∞)) (for example, see Ladyženskaja, Solonnikov, Ural’ceva [LSU68], Lieber-
man [Lie96], Krylov [Kry96]). Here, C2

1 ([0,∞)×(0,∞)) is the space of functions
which are C2 in x and C1 in t on [0,∞)× (0,∞).

Lemma II.2.3.1. Assume (A1)–(A2). Assume further that F0 is sublinear
and 0 6 F0(x) 6 mx. For each ε > 0, let F ε

1 be the classical solution to
equation (II.2.3.1) corresponding to a ≡ 1. Then,
(II.2.3.2) 0 6 ∂xF

ε
1 6 m.

Proof. Firstly, as 0 6 F ε
1 (x, t) 6 mx for each t > 0, we imply that

(II.2.3.3) 0 6 ∂xF
ε
1 (0, t) 6 m.

Differentiate (II.2.3.1) to get

Lε[∂xF ε
1 ] +

(
∂xF

ε
1

x
− F ε

1
x2

)
= 0 ,

where
Lε[φ] def= ∂tφ+ ∂xF

ε
1∂xφ− (m+

1
2

)∂xφ− ε∂2
xφ

is a linear parabolic operator.
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By Taylor’s expansion, for each (x, t) ∈ (0,∞)2, there exists α = α(x, t) ∈ (0, 1)
so that

0 = F ε
1 (0, t) = F ε

1 (x, t)− x∂xF ε
1 (αx, t) .

Thus,

Lε[∂xF ε
1 ] +

∂xF
ε
1 (x, t)− ∂xF ε

1 (αx, t)
x

= 0 .

We only show here that ∂xF ε
1 6 m by the usual maximum principle. The lower

bound can be done in a similar manner. Suppose that for some T > 0, there
exists x0 > 0 such that

max
[0,∞)×[0,T ]

∂xF
ε
1 = ∂xF

ε
1 (x0, T ) .

Thanks to (II.2.3.3), we only need to consider the case that x0 > 0. At this
point ∂xF ε

1 (x0, T ) > ∂xF
ε
1 (αx0, T ), and so Lε[∂xF ε

1 ](x0, T ) 6 0. By repeating
the proof of the maximum principle for a linear parabolic operator, we obtain
the desired conclusion that ∂xF ε

1 6 m. �

Remark II.2.3.2. In the use of the maximum principle, to keep the presentation
clean, it is typically the case that one assumes that maximum points of a
bounded continuous function (∂xF ε

1 in the above proof) occur. To justify this
point rigorously, one can consider maximum of ∂xF ε

1 (x, t)− δx on [0,∞)2, for
δ > 0, and let δ → 0+.

Lemma II.2.3.3. Let F ε
1 be the classical solution to equation (II.2.3.1) with

a ≡ 1. Then,

(II.2.3.4) ∂2
xF

ε
1 (0, t) 6 0 for all t > 0 .

Proof. As F ε
1 (0, t) = 0 for all t > 0, ∂tF ε

1 (0, t) = 0 and

lim
x→0+

F ε
1 (x, t)
x

= ∂xF
ε
1 (0, t) .

Let x→ 0+ in (II.2.3.1) and use the above to get

(II.2.3.5)
1
2

(∂xF ε
1 (0, t)−m)(∂xF ε

1 (0, x)−m+ 1) = ε∂2
xF

ε
1 (0, t) ,

which, together with (II.2.3.2), yields (II.2.3.4). �

We are now ready to prove that F ε
1 is concave in x.

Lemma II.2.3.4. Assume (A1)–(A2). Assume further that F0 is sublinear
and 0 6 F0(x) 6 mx. For each ε > 0, let F ε

1 be the classical solution to
equation (II.2.3.1) corresponding to a ≡ 1. Then, for (x, t) ∈ (0,∞)2,

(II.2.3.6) ∂2
xF

ε
1 6 0 .
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Proof. We proceed by the maximum principle. Differentiating (II.2.3.1)
twice in x, we get

(II.2.3.7) Lε[∂2
xF

ε
1 ] + (∂2

xF
ε
1 )2 +

(
∂2
xF

ε
1

x
+

2(F ε
1 − x∂xF ε

1 )
x3

)
= 0 .

Recall that
Lε[φ] = ∂tφ+ ∂xF

ε
1∂xφ− (m+

1
2

)∂xφ− ε∂2
xφ .

By Taylor’s expansion, for each (x, t) ∈ (0,∞)2, there exists θ = θ(x, t) ∈ (0, 1)
so that

0 = F ε
1 (0, t) = F ε

1 (x, t)− x∂xF ε
1 (x, t) +

x2

2
∂2
xF

ε
1 (θx, t) .

This implies
∂2
xF

ε
1

x
+

2(F ε
1 − x∂xF ε

1 )
x3 =

∂2
xF

ε
1 (x, t)− ∂2

xF
ε
1 (θx, t)

x
,

which, by plugging into equation (II.2.3.7), gives us

Lε[∂2
xF

ε
1 ] + (∂2

xF
ε
1 )2 +

∂2
xF

ε
1 (x, t)− ∂2

xF
ε
1 (θx, t)

x
= 0 .

Let us now show that ∂2
xF

ε
1 6 0 by the usual maximum principle. Suppose now

for some T > 0, there exists x0 > 0 so that

max
[0,∞)×[0,T ]

∂2
xF

ε
1 = ∂2

xF
ε
1 (x0, T ) .

Thanks to (II.2.3.4), we might assume further that x0 > 0. By the maximum
principle,

Lε[∂2
xF

ε
1 ](x0, T ) > 0 and ∂2

xF
ε
1 (x0, T )− ∂2

xF
ε
1 (θx0, T ) > 0 ,

which yields
(∂2
xF

ε
1 (x0, T ))2 6 0 ⇒ ∂2

xF
ε
1 (x0, T ) = 0 .

This implies ∂2
xF

ε
1 6 0, as desired. �

Then, Lemma II.2.1.6 is an immediate consequence of Lemmas II.2.3.1 and
II.2.3.4.

II.2.3.2.2. Regularity of F in case 0 < m < 1
2 . Suppose 0 < m < 1

2 . Here,
we always assume (A1)–(A3), and F0 is sublinear and 0 6 F0(x) 6 mx. Let
a ∈ C∞([0,∞)) be a nondecreasing and concave function such that

(II.2.3.8) a(x) =

x , x ∈ [0, 1] ,
2 , x ∈ [3,∞) .

For each ε > 0, let F ε
2 be the viscosity solution to equation (II.2.3.1) corre-

sponding to the above a. It is worth noting that in this case, (II.2.3.1) is a
degenerate parabolic equation, and one needs to be careful with regularity
of F ε

2 at x = 0. Of course, F ε
2 ∈ C∞((0,∞)2), but boundary regularity is
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not obvious. In the following, we study further properties of F ε
2 by using the

specific structure of the equation.

Lemma II.2.3.5. For each ε > 0, let F ε
2 be the viscosity solution to equa-

tion (II.2.3.1) with a defined as in (II.2.3.8). Then, F ε
2 is concave in x and

0 6 ∂xF
ε
2 6 m in (0,∞)2 .

Proof. For each δ > 0, consider
(II.2.3.9)

∂tF + 1
2(∂xF −m)(∂xF −m− 1) + F

x
−m = (εa(x) + δ)∂xxF ,

F (x, 0) = F0(x) ,
F (0, t) = 0 .

Let F ε,δ
2 be the unique solution to the above. Then, F ε,δ

2 ∈ C∞((0,∞)2) ∩
C2

1([0,∞)× (0,∞)).

By repeating the proof of Lemma II.2.3.1, we obtain that 0 6 ∂xF
ε,δ
2 6 m. In a

similar fashion, ∂2
xF

ε,δ
2 (0, t) 6 0 for all t > 0 by following the proof of (II.2.3.4).

Finally, we use the maximum principle to conclude that F ε,δ
2 is concave in x.

Indeed, replicating the proof of Lemma II.2.3.4, we find that for some T > 0,
there exists x0 > 0 such that

max
[0,∞)×[0,T ]

∂2
xF

ε,δ
2 = ∂2

xF
ε,δ
2 (x0, T ) .

The maximum principle then gives us that(
∂2
xF

ε,δ
2 (x0, T )

)2
6 εa′′(x0)∂2

xF
ε,δ
2 (x0, T ) .

Note that a′′(x0) 6 0 as a is chosen to be concave. Therefore, ∂2
xF

ε,δ
2 (x0, T ) 6 0.

Let δ → 0+ to get the desired results. �

Lemma II.2.3.6. For each ε > 0, let F ε
2 be the viscosity solution to equa-

tion (II.2.3.1) with a defined as in (II.2.3.8). Then, F ε
2 ∈ C1([0,∞)2) and

∂xF
ε
2 (0, t) = m.

In other words, for t > 0,
(II.2.3.10) lim

x→0+
x∂2

xF
ε
2 (x, t) = 0 .

Proof. By Lemma II.2.3.5, x 7→ ∂xF
ε
2 (x, t) is decreasing in (0,∞) and

0 6 ∂xF
ε
2 (x, t) 6 m, and so, limx→0+ ∂xF

ε
2 (x, t) exists. By the L’Hopital rule,

∂xF
ε
2 (0, t) = lim

x→0+

F ε
2 (x, t)− F ε

2 (0, t)
x

= lim
x→0+

∂xF
ε
2 (x, t) ,

which means that x 7→ F ε
2 (x, t) is C1 on [0,∞) for each fixed t > 0. Besides, by

the results of Daskalopoulos and Hamilton [DH98], Koch [Koc98], Feehan and
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Pop [FP13], we yield further that, for each T > 0, F ε
2 ∈ C2+β([0,∞)× [0, T ]),

and
‖F ε

2 ‖C2+β 6 C‖F0‖C2+β

for some constant C = C(ε, T ) > 0. Here,

‖f‖C2+β
def= ‖f‖Cβ + ‖∂xf‖Cβ + ‖∂tf‖Cβ + ‖x∂2

xf‖Cβ ,
and

‖f‖Cβ
def= ‖f‖L∞([0,∞)×[0,T ]) + sup

(x1,t1) 6=(x2,t2)
(x1,t1),(x2,t2)∈[0,∞)×[0,T ]

|f(x1, t1)− f(x2, t2)|
s((x1, t1), (x2, t2))β

.

The distance s is defined as: For (x1, t1), (x2, t2) ∈ [0,∞)2,

s((x1, t1), (x2, t2)) def=
|x1 − x2|√
x1 +√x2

+
√
|t1 − t2|.

Let us show now that in fact ∂xF ε
2 (0, t) = m for all t > 0. For any 0 < b1 < b2,

define by

G(x) def=
∫ b2

b1
F ε

2 (x, t) dt .

Integrate (II.2.3.1) with respect to t ∈ [b1, b2] and let x→ 0+ to yield

lim
x→0+

εx∂2
xG(x) =

1
2

∫ b2

b1
(∂xF ε

2 (0, t)−m)(∂xF ε
2 (0, t)−m+ 1) dt 6 0 .

Suppose by contradiction that the right hand side above is negative, which is
denoted by −C < 0. Then,

lim
x→0+

x∂2
xG(x) = −C

ε
< 0 .

Thus, by the L’Hopital rule,

−C
ε

= lim
x→0+

x∂2
xG(x) = lim

x→0+

∂2
xG(x)
1/x

= lim
x→0

∂xG(x)
log x

.

However, note that

|∂xG(x)| =
∣∣∣∣∣
∫ b2

b1
∂xF

ε
2 (x, t) dt

∣∣∣∣∣ 6 m(b2 − b1) = C ,

which implies that

lim
x→0

∂xG(x)
log x

= 0 ,

which is a contradiction. Thus, we always have limε→0+ εx∂2
xG(x) = 0 for

any 0 < b1 < b2 and, therefore, ∂xF ε
2 (0, t) = m for all t > 0. This gives us

(II.2.3.10) and also that
lim
x→0+

∂tF
ε
2 (x, t) = 0 = ∂tF

ε
2 (0, t) .

The proof is complete. �
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Lemma II.2.3.7. For each ε > 0, let F ε
2 be the viscosity solution to equa-

tion (II.2.3.1) with a defined as in (II.2.3.8). Then, for ε > 0 sufficiently
small,
(II.2.3.11) x∂2

xF
ε
2 > −1 in (0,∞)2 .

Proof. We break the proof into a few steps as following.

Step 1. Again, differentiating (II.2.3.1) twice in x, we get
(II.2.3.12)(

∂t∂
2
xF

ε
2 +

[
∂xF

ε
2 − (m+

1
2

)
]
∂3
xF

ε
2

)
+ (∂2

xF
ε
2 )2 +

∂2
xF

ε
2

x
− 2∂xF ε

2
x2 +

2F ε
2

x3

= ε
(
a′′∂2

xF
ε
2 + 2a′∂3

xF
ε
2 + a∂4

xF
ε
2

)
.

Let
Gε def= x∂2

xF
ε
2 .

By concavity of F ε
2 in x (Lemma II.2.3.5) and the proof of Lemma II.2.3.6,

Gε ∈ Cβ([0,∞)× [0, T ]) for each T > 0, Gε 6 0, and Gε(0, t) = 0 for all t > 0.
Besides, by the condition (A3), we have that

−1
4
6 −m

e
6 xF ′′0 (x) = Gε(x, 0) 6 0 for all x > 0 .

For t > 0, define by
α(t) def= inf

[0,∞)×[0,t]
Gε.

Surely, α : [0,∞) → (−∞, 0] is decreasing and bounded, and α(0) ∈ [−1
4 , 0].

We now show that α is continuous. Fix T > 0. For s, t ∈ [0, T ], we use the
property Gε ∈ Cβ([0,∞)× [0, T ]) to see that, for each x > 0,

|Gε(x, s)−Gε(x, t)| 6 C|s− t|β/2,
for some C = C(ε, T ) > 0. Therefore, for s, t ∈ [0, T ],

(II.2.3.13) |α(s)− α(t)| 6 C|s− t|β/2.
Thus, α is locally Hölder continuous, and hence, is continuous on [0,∞). It is
of our goal now to show that α(t) > −1 for all t ∈ [0,∞).

Step 2. Fix T > 0 such that α(T ) < α(0). Suppose that there exists
(x0, t0) ∈ (0,∞)× (0, T ] such that

min
[0,∞)×[0,T ]

Gε(x, t) = Gε(x0, t0) = α(T ) < 0

(see Remark II.2.3.8). We then have that, at (x0, t0),
0 > ∂tG

ε = x0∂t∂
2
xF

ε
2 ,

and
(II.2.3.14) 0 = ∂xG

ε = x0∂
3
xF

ε
2 + ∂2

xF
ε
2 ⇐⇒ ∂2

xF
ε
2 = −x0∂

3
xF

ε
2 ,
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and, therefore,

(II.2.3.15) 0 6 ∂2
xG

ε ⇐⇒ x2
0∂

4
xF

ε
2 > −2x0∂

3
xF

ε
2 = 2∂2

xF
ε
2 .

Multiplying equation (II.2.3.12) by x2
0 and use estimate (II.2.3.15) to evaluate

at (x0, t0), we obtain

α(T )2 + α(T )
(
m+

3
2
− ∂xF ε

2

)
+

2(F ε
2 − x0∂xF

ε
2 )

x0

> εα(T )
(2a(x0)

x0
− 2a′(x0) + a′′(x0)x0

)
> 2εα(T ) .

The last inequality follows since α(T ) 6 0 and, by the way we choose a,
2a(x0)
x0

− 2a′(x0) + a′′(x0)x0 6
2a(x0)
x0

6 2 .

Therefore, rearranging terms, we have

α(T )2 + Aα(T ) +B > 0 ,

where
A = m+

3
2
− 2ε− ∂xF ε

2 (x0, t0) ,

and
B =

2(F ε
2 (x0, t0)− x0∂xF

ε
2 (x0, t0))

x0
.

We have that, since 0 6 ∂xF
ε
2 6 m and F ε

2 is concave in x, for κ = m −
∂xF

ε
2 (x0, t0),

0 6 κ 6 m and 0 6 B 6 2κ .
Therefore,

3
2

+ κ− 2ε = A 6 m+
3
2
− 2ε < 2 ,

and
0 6 B 6 2κ 6 2m.

As 0 < m < 1
2 , obviously 0 < κ 6 m < 1

2 . For ε > 0 sufficiently small,

A2 − 4B >
(3

2
+ κ− 2ε

)2
− 8κ >

9
4

+ κ2 − 5κ− 8ε

=
(1

2
− κ

)(9
2
− κ

)
− 8ε

>
(1

2
− κ

)2
+ 4

(1
2
−m

)
− 8ε >

(1
2
− κ

)2
> 0 .

From the quadratic formula and the above estimates, we find that either

α(T ) 6
−A−

√
A2 − 4B
2

,
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or

α(T ) >
−A+

√
A2 − 4B
2

.

It is worth noting that, for ε > 0 sufficiently small,

−A−
√
A2 − 4B
2

6
−A−

(
1
2 − κ

)
2

= −1 + ε 6 −3
4
− m

2
,

and

−A+
√
A2 − 4B
2

>
−A+

(
1
2 − κ

)
2

= −1
2
− κ+ ε > −1

2
−m.

We then deduce that, for each T > 0, either

(II.2.3.16) α(T ) 6 −3
4
− m

2
,

or

(II.2.3.17) α(T ) > −1
2
−m.

Surely, −3
4 −

m
2 < −1

2 −m and there is a gap of size 1−2m
4 between these two

numbers.

Step 3. We show that, for small enough ε > 0, only (II.2.3.17) holds for all
T > 0. Assume by contradiction that this is not the case, then there exists
T > 0 such that (II.2.3.16) holds, that is,

α(T ) 6 −3
4
− m

2
< −1

2
−m < α(0) ,

By the continuity of α, there exists T ε ∈ (0, T ) so that

−3
4
− m

2
< α(T ε) = min

[0,T ε]
α < −1

2
−m,

which is a contradiction with the conclusion of Step 2 above.

Thus, for small enough ε > 0,

x∂2
xF

ε
2 (x, t) > −1

2
−m > −1

for every (x, t) ∈ (0,∞)2, as desired. �

Remark II.2.3.8. In the use of the maximum principle in the above proof,
to keep the presentation clean, we assume that minimum points of Gε, which
is continuous and bounded, exist on [0,∞)× [0, T ] for T > 0. To justify this
point rigorously, one can consider minimum of Gε(x, t) + δx, for δ > 0, and let
δ → 0+. Let us supply the details here.

Pick T > 0 such that
α(T ) = min

[0,T ]
α < α(0).
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For each k ∈ N sufficiently large, we choose δk ∈ (0, 1
k
) sufficiently small such

that

α(T ) 6 min
[0,∞)×[0,T ]

(Gε(x, t) + δkx) = Gε(xk, tk) + δkxk 6 α(T ) +
1
k
< α(0),

for some (xk, tk) ∈ (0,∞)× (0, T ]. In particular, δkxk 6 1
k
. Let

αk = Gε(xk, tk) ∈
(
α(T ), α(T ) +

1
k

)
.

We use the maximum principle at (xk, tk) and perform careful computations to
deduce that

α2
k + αk

(
m+

3
2
− ∂xF ε

2

)
+

2(F ε
2 − xk∂xF ε

2 )
xk

+ δkxk

(
m+

1
2

+ 2εa′(xk)− ∂xF ε
2

)
> εαk

(2a(xk)
xk

− 2a′(xk) + a′′(xk)xk
)
> 2εαk .

Let k →∞ and argue in a similar way as in Step 2 of the above proof to yield
that either

α(T ) 6 −3
4
− m

2
,

or
α(T ) > −1

2
−m,

from which the proof follows. As this is of course tedious and distracting, we
intentionally avoid putting it in the above already technical proof.

We are now ready to prove one of our main regularity results that F ∈
C1,1((0,∞)2) ∩ C1([0,∞)× (0,∞)) when 0 < m < 1

2 .

Proof of Theorem II.2.1.7. From Lemma II.2.3.5, Lemma II.2.3.6 and
Lemma II.2.3.7, we have that |∂xF ε

2 | 6 m, |x∂2
xF

ε
2 | 6 1 and |∂tF ε

2 | 6 C. Thus,
by the Arzelà-Ascoli theorem, there exists F in C([0,∞)2) and a subsequence
{εi} → 0 so that, locally uniformly

lim
i→∞

F εi
2 = F .

By stability of viscosity solutions, F solves equation (II.2.1.1).

Now, fix x0 > 0. For x > x0, by Lemmas II.2.3.5 and II.2.3.7,

− 1
x0
6 ∂2

xF
ε
2 (x) 6 0 .

Letting x1, x2 > x0, we have

(II.2.3.18)
∣∣∣∣∂xF ε

2 (x1, t)− ∂xF ε
2 (x2, t)

x1 − x2

∣∣∣∣ =
∣∣∣∣
∫ x1
x2
∂2
xF

ε
2 (x, t) dx

x1 − x2

∣∣∣∣ 6 1
x0
.
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Thus, there exist constants C > 0 and z0 > 0, such that for x > x0 and
0 < z < z0, we can uniformly bound the double difference quotient∣∣∣∣F ε

2 (x+ 2z, t)− 2F ε
2 (x+ z, t) + F ε

2 (x, t)
z2

∣∣∣∣ 6 C

x0
.

Letting ε to 0, we get∣∣∣∣F (x+ 2z, t)− 2F (x+ z, t) + F (x, t)
z2

∣∣∣∣ 6 C

x0
.

This implies F is C1,1 in x on [x0,∞) × (0,∞) for all x0 > 0, which yields
that F is locally C1,1 in x in (0,∞)2. It is clear then that F is concave and F
inherits estimate (II.2.3.11) from F ε

2 , that is,

−1 6 x∂2
xF (x, t) 6 0 for all (x, t) ∈ (0,∞)2.

On the other hand, differentiating equation (II.2.1.1) in x, we have

∂tU + ∂xU
(
U −m− 1

2

)
+
U

x
− F

x2 = 0

in the viscosity sense, where U = ∂xF .

Now, letting x > x0, by the obtained estimates on F ,

0 6 U(x, t) 6 m, 0 6
F (x, t)
x

6 m and − 1
x0
6 ∂xU(x, t) 6 0 .

Therefore, there exists C = C(x0) such that for x > x0,

|∂tU(x, t)| = |∂2
txF (x, t)| 6 C

in the viscosity sense. In a similar way, differentiate the equation with respect
to t to deduce that for x > x0 and t > 0, there exists C = C(x0) such that

|∂2
t F (x, t)| 6 C .

Therefore, F ∈ C1,1((0,∞)2), and F is concave in x. A similar argument (but
easier) as that in the proof of Lemma II.2.3.6 shows that F ∈ C1([0,∞) ×
(0,∞)). �

II.2.3.2.3. Existence of solutions to equation (II.1.1.1) for 0 < m1(0) < 1
2 .

We now prove the existence of mass-conserving weak solutions in the measure
sense to equation (II.1.1.1) when 0 < m = m1(0) < 1

2 . Therefore, in this
subsection, we will always assume F0 is the Bernstein transform of c0 = c(·, 0),
where c0 has m1(0) = m ∈ (0, 1

2) and also bounded second moment, that is,

m2(0) =
∫ ∞

0
s2c(s, 0) ds 6 C .

Our goal is to show, via a combination of the maximum principle and localiza-
tions around the characteristics (see Evans [Eva10, Chapter 3]), that F is a
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Bernstein function and, therefore, has a representation as a Bernstein transform
of a measure.

By Theorem II.2.1.7, we already have that F ∈ C1,1((0,∞)2) ∩ C1([0,∞) ×
(0,∞)). Let us now use this result to yield further that F ∈ C∞((0,∞)2) ∩
C1([0,∞)2).

Proposition II.2.3.9. Assume all the assumptions in Theorem II.2.1.8. Then
F ∈ C∞((0,∞)2) ∩ C1([0,∞)2).

Proof. We proceed by using characteristics and earlier results. Denote by
X(x, t) the characteristic starting from x, that is, X(x, 0) = x. Set P (x, t) =
∂xF (X(x, t), t)), and Z(t) = F (X(x, t), t) for all t > 0. When there is no
confusion, we just write X(t), P (t), Z(t) instead of X(x, t), P (x, t), Z(x, t),
respectively. Then, X(0) = x, P (0) = ∂xF0(x), Z(0) = F0(x). We have the
following Hamiltonian system

Ẋ = ∂pH(P (t), Z(t), X(t)) = P (t)−
(
m+ 1

2

)
,

Ṗ = −∂xH − (∂zH)P = Z(t)
X(t)2 − P (t)

X(t) ,

Ż = P · ∂pH −H = P (t)2

2 − Z(t)
X(t) + m(1−m)

2 .

Note first that F ∈ C1,1((0,∞)2)∩C1([0,∞)× (0,∞)), and also 0 6 ∂xF 6 m
thanks to Theorem II.2.1.7. Therefore,

(II.2.3.19) − 1 6 −
(
m+

1
2

)
6 Ẋ 6 −1

2
.

Besides, the concavity of F in x yields further that

Ṗ =
Z(t)
X(t)2 −

P (t)
X(t)

=
1

X(t)

(
F (X(t), t)
X(t)

− ∂xF (X(t), t)
)
> 0 .

Let us now show that {X(x, ·)}x∈(0,∞) are well-ordered in (0,∞)2, and none
of these two intersect. Assume otherwise that X(x, t) = X(y, t) > 0 for some
x 6= y and t > 0. As F ∈ C1,1((0,∞)2) ∩ C1([0,∞)× (0,∞)), ∂xF (X(x, t), t)
is uniquely defined, and therefore,

P (x, t) = P (y, t) = ∂xF (X(x, t), t) and Z(x, t) = Z(y, t) = F (X(x, t), t) .

Hence, (X,P, Z)(x, t) = (X,P, Z)(y, t), and this contradicts the uniqueness of
solutions to the Hamiltonian system on [0, t] as we reverse the time.

Next, for each t > 0, let l(t) > 0 be such that X(l(t), t) = 0. This is
possible because of (II.2.3.19). As F0 is smooth, X,P, Z are smooth in x.
Thanks to our Hamiltonian system and the well-ordered of {X(x, ·)}x∈(0,∞),
the map x 7→ X(x, t) is a smooth bijection from (l(t),∞) to (0,∞). Let
X−1(·, t) : (0,∞)→ (l(t),∞) be the inverse of X(·, t).
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Figure II.2.3.1. Characteristics

Let us show further that X(·, t) is a smooth diffeomorphism. It is enough to
show that X(·, t) : (l(t) + n−1, n) → (X(l(t) + n−1, t), X(n, t)) is a smooth
diffeomorphism for each n ∈ N sufficiently large. Let

O =
{

(X(x, s), s) : x ∈ (l(t) + n−1, n), s ∈ [0, t]
}
.

Thanks to Theorem II.2.1.7, there exists C > 0 such that

−C 6 ∂2
xF (x, s) 6 0 in O

in the viscosity sense. We differentiate the first equation in the Hamiltonian
system with respect to x and use the fact that P (x, s) = ∂xF (X(x, s), s) to
yield that

∂xẊ(x, s) = ∂xP (x, s) = ∂2
xF (X(x, s), s) · ∂xX(x, s) > −C∂xX(x, s).

Thus, ∂xX(x, s) satisfies a differential inequality, and in particular,

s 7→ eCs∂xX(x, s) is nondecreasing on [0, t].

It is then clear that ∂xX(x, s) > 0 for all x ∈ (l(t) + n−1, n), s ∈ [0, t]. By the
inverse function theorem, X−1(·, t) is then smooth, and

F (x, t) = Z(X−1(x, t), t)

is smooth as Z is also smooth.

Let us finally use the property Ṗ > 0 to yield that F ∈ C1([0,∞)2). We only
need to show that ∂xF is continuous at (0, 0). For each ε > 0, we are able to
find r > 0 such that F ′0(x) ∈ [m− ε,m] for all x ∈ [0, r]. Let

Vr = {(y, s) ∈ [0,∞)2 : y = X(x, s) for some x ∈ [0, r] and s > 0}.

Then, as Ṗ > 0, we see that ∂xF (y, s) ∈ [m − ε,m] for all (y, s) ∈ Vr. The
proof is complete. �
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It is worth noting that in this problem, for the characteristics, only the condition
for t = 0 is in use. The boundary condition for x = 0, though still satisfied, is
not being used (ineffective).

Now that we have F ∈ C∞((0,∞)2) ∩ C1([0,∞)2), we continue to prove the
last requirement to have that F is a Bernstein function.

Proposition II.2.3.10. Assume all the assumptions in Theorem II.2.1.8. Then,
(−1)n+1∂nxF > 0 in (0,∞)2 for all n ∈ N .

Of course, we verified the above claim already when n = 1. A main difficulty
to achieve this result is that ∂nxF might be singular at x = 0, and thus, we do
not have much knowledge on the boundary behavior there. This is also clear
in view of the method of characteristics as described above. Here is a way to
fix this issue, which is motivated by Lemma II.2.3.6.

Lemma II.2.3.11. We have that, for all t > 0,
lim
x→0+

x∂2
xF (x, t) = 0 .

Proof. Let Q = ∂2
xF . Differentiate (II.2.1.1) with respect to x twice, we

get

(II.2.3.20) ∂tQ−
(
m+

1
2
− ∂xF

)
∂xQ = −Q2 − Q

x
+ 2

x∂xF − F
x3 .

A very important point here is that (II.2.3.20) has the same characteristics
X(x, t) as in Proposition II.2.3.9. Recall that

Ẋ = −
(
m+

1
2

)
+ ∂xF (X(t), t) ,

and (II.2.3.19) holds. Let R(t) = Q(X(t), t), then

Ṙ = −R2 − R

X
+ 2

XP − Z
X3 .

Since −1 6 x∂2
xF 6 0, we infer that R 6 0, 1 +RX > 0, and

(II.2.3.21) Ṙ = −R2 − R

X
+ 2

XP − Z
X3 > 2

XP − Z
X3 =

2
X2

(
P − Z

X

)
.

This differential inequality about R will be used to give us the desired result.
Note that F ∈ C1([0,∞)2), and for each t > 0,

lim
x→0+

(
∂xF (x, t)− F (x, t)

x

)
= 0 .

So, for fixed T > 0, there exists a modulus of continuity ω : (0,∞)→ [0,∞)
with limr→0+ ω(r) = 0 such that for all r > 0,∣∣∣∣∣∂xF (x, t)− F (x, t)

x

∣∣∣∣∣ 6 ω(r) for all (x, t) ∈ (0, r]× [0, T ] .
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Fix r > 0 and on each given characteristic X(x, ·), which reaches 0 in finite
time, take s0 > 0 such that 0 < X(x, s0) 6 r. For s > s0, we use this in
(II.2.3.21) to get that

Ṙ(s) > − 2ω(r)
X(s)2 .

Integrate this and use (II.2.3.19) to yield, for t > s0,

R(t) > R(s0)− 2ω(r)
∫ t

s0

1
X(s)2 ds > R(s0)− 2ω(r)

∫ t

s0

−2Ẋ(s)
X(s)2 ds

= R(s0)− 4ω(r)
(

1
X(t)

− 1
X(s0)

)
.

Thus,
X(t)R(t) > X(t)R(s0)− 4ω(r) .

Besides, X(t)R(t) 6 0 thanks to Theorem II.2.1.7. Combine the two inequali-
ties, we get, for X(t) 6 r and t ∈ [0, T ],
(II.2.3.22) |X(t)R(t)| 6 CX(t) + 4ω(r),
where C = maxx∈[0,r] |F ′′0 (x)| + maxt∈[0,T ] |∂2

xF (r, t)|. Let X(t) → 0+ and
r → 0+ in this order in the above to get the conclusion. �

Lemma II.2.3.12. Fix n ∈ N with n > 2, and R > 0. Then, there exists a
constant C = C(n,R) > 0 such that
(II.2.3.23) ‖xn−1∂nxF (x, t)‖L∞((0,R)2) 6 C .

Proof. The proof is rather tedious with a lot of terms appearing in the
differentiations. We prove by induction with respect to j = n in (II.2.3.23).
The base case j = 2 was already done by Theorem II.2.1.7. Assume that
(II.2.3.23) holds true for j = n− 1 > 2, and we now show that it is also true
for j = n.

Step 1. Differentiate (II.2.1.1) with respect to x by n times, we get

∂t∂
n
xF −

(
m+

1
2

)
∂n+1
x F +

1
2
∂nx
(
(∂xF )2

)
+ ∂nx

(
F

x

)
= 0 .

Let Q = ∂nxF . Then

(II.2.3.24) ∂tQ−
(
m+

1
2
− ∂xF

)
∂xQ = f(x, t) ,

where the source term f is

f(x, t) = −n(∂2
xF )Q−Q

x
−1

2

n−2∑
k=2

n!(∂k+1
x F )(∂n+1−k

x F )
k!(n− k)!

−
n−1∑
k=0

(−1)n−kn!(∂kxF )
k! xn−k+1 .

Recall that (II.2.3.24) has the same characteristics X(x, t) as in Proposition
II.2.3.9

Ẋ = −
(
m+

1
2

)
+ ∂xF (X(t), t) ,
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and (II.2.3.19) holds. Thanks to Lemma II.2.3.11 and (II.2.3.22), for fixed
T > 0, we are able to find a modulus of continuity ω : (0,∞)→ [0,∞) with
limr→0+ ω(r) = 0 such that∣∣∣x∂2

xF (x, t)
∣∣∣ 6 ω(r) for all (x, t) ∈ (0, r]× [0, T ] .

Let R(t) = Q(X(t), t) and fix r > 0. As X(t) reaches 0 in finite time, we can
pick s0 > 0 to be the smallest constant such that X(s0) 6 r. Surely, s0 = 0 in
case X(0) = x 6 r. Without loss of generality, we assume that for some t > s0,
X(t) > 0, and

(II.2.3.25) M
def= X(t)n−1|R(t)| = max

s∈[s0,t]
X(s)n−1|R(s)| > 0 .

Step 2. It is our goal to bound X(t)n−1R(t) uniformly in x. Again, without
loss of generality, we may assume that R(s) does not change sign for s ∈ (s0, t]
(otherwise, change s0 to be a bigger constant such that R(s0) = 0 and R(s)
does not change sign for s ∈ (s0, t]). Let us note right away that −Q

X
= −R

X
is

a good term and needs not to be controlled. Indeed, if R > 0 in (s0, t), then
−R
X
6 0 there, and so

(II.2.3.26)
|R(t)| = R(t) = R(s0) +

∫ t

s0
f(X(s), s) ds

6 R(s0) +
∫ t

s0
−n(∂2

xF )Rds

+
∫ t

s0

(
−1

2

n−2∑
k=2

n!(∂k+1
x F )(∂n+1−k

x F )
k!(n− k)!

−
n−1∑
k=0

(−1)n−kn!(∂kxF )
k!Xn−k+1

)
ds .

A similar claim holds in case R < 0 in (s0, t). A key point that we need here
in order to bound the above complicated sum is that, for i > 2, by (II.2.3.19)

(II.2.3.27)
∫ t

s0

1
X(s)i

ds 6
∫ t

s0

−2Ẋ(s)
X(s)i

ds 6
2

i− 1

(
1

X(t)i−1 −
1
ri−1

)
.

This, together with the induction hypothesis, gives us that
(II.2.3.28)

X(t)n−1
∣∣∣∣∣
∫ t

s0

(
−1

2

n−2∑
k=2

n!(∂k+1
x F )(∂n+1−k

x F )
k!(n− k)!

−
n−1∑
k=0

(−1)n−kn!(∂kxF )
k!Xn−k+1

)
ds

∣∣∣∣∣ 6 C .

Let us next bound the remaining term containing R. As −ω(r) 6 x∂2
xF 6 0 in

(0, r]× [0, T ], one has
(II.2.3.29)

n

∣∣∣∣∫ t

s0
(∂2
xF )Rds

∣∣∣∣ 6 ∫ t

s0

nω(r)M
X(s)n

ds 6
2nω(r)M
n− 1

(
1

X(t)n−1 −
1

rn−1

)

6
3ω(r)M
X(t)n−1 6

M

2X(t)n−1

for r > 0 small enough.
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Combining (II.2.3.25), (II.2.3.26), (II.2.3.28) and (II.2.3.29), we deduce that

M 6 C +
M

2
,

which yields that M 6 2C. By definition of M , X(t) and R(t), we reach the
desired result. �

We are now ready to prove Proposition II.2.3.10 by induction. Our idea here is
to use the maximum principle for xk−1∂kxF for k > 3 in the inductive argument.
However, as the behavior of xk−1∂kxF is unclear as x → 0+, we need to use
localizations around characteristics to take care of this issue.

Proof of Proposition II.2.3.10. Let us show that (−1)n+1∂nxF > 0 in
(0,∞)2 by induction. By Theorem II.2.1.7, this is true for n = 2 already.
Assume that this is true for all n 6 k − 1 for some k > 3. We now show that
this is true for n = k. Let us just deal with the case that k is even as the other
case can be done analogously.

Step 1. Differentiate (II.2.1.1) with respect to x by k times, we get

(II.2.3.30) ∂t∂
k
xF −

(
m+

1
2

)
∂k+1
x F +

1
2
∂kx
(
(∂xF )2

)
+ ∂kx

(
F

x

)
= 0 .

Let W (x, t) = xk−1∂kxF , and we aim at deriving a PDE for W . As always, the
last term on the left hand side above is not so easy to deal with. The following
is a new insight to handle this term thanks to Lemma II.2.3.12,

xk−1∂kx

(
F

x

)
= xk−1∂kx

(∫ 1

0
∂xF (rx, t) dr

)
= xk−1

∫ 1

0
rk∂k+1

x F (rx, t) dr =
1
x2

∫ x

0
zk∂k+1

x F (z, t) dz

=
W (x, t)

x
− k

x2

∫ x

0
W (z, t) dz .

We used integration by parts in the last equality above. Multiply (II.2.3.30)
by xk−1 and use the above identity, we arrive at

(II.2.3.31)

∂tW −
(
m+

1
2
− ∂xF

)(
∂xW − (k − 1)

W

x

)
+
W

x
− k

x2

∫ x

0
W (z, t) dz

= −k(∂2
xF )W − xk−1

k−2∑
i=2

k!(∂i+1
x F )(∂k+1−i

x F )
i!(k − i)!

.

Again, this equation has the same characteristicsX(x, t) as in Proposition II.2.3.9,

Ẋ = −
(
m+

1
2

)
+ ∂xF (X(t), t)

and (II.2.3.19) holds. This clear localization of characteristics is very important.
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Step 2. We now need to show that W 6 0 in (0,∞)2. Assume by contradiction
that there exists (x0, T ) ∈ (0,∞)2 such that W (x0, T ) > 0. Of course, x0 =
X(z, T ) for some z > x0.

For the initial condition of W , it is not hard to see that W (0, 0) = 0 and
W (x, 0) 6 0 for x ∈ [0,∞). Choose z1, z2 very close to z such that z1 < z < z2,
and define a new initial condition W̃ (·, 0), which is smooth on [0,∞), such thatW̃ (x, 0) = W (x, 0) for x ∈ [z1, z2] ,

W̃ (x, 0) 6 W (x, 0) for x /∈ [z1, z2] .

Let W̃ be the solution to (II.2.3.31) corresponding to this new initial condition
W̃ (·, 0). Because of the locality of the characteristics, we see that W̃ (x0, T ) =
W (x0, T ). In fact, we can choose W̃ (·, 0) to be as negative as we wish outside
of [z1, z2]. For our purpose, we choose z1, z2, and W̃ (·, 0) so that
(II.2.3.32)

W̃ (x, t) < W̃ (X(z, t), t) for all x ∈
(

0,
x0

2

]
∪ [z + 1,∞), t ∈ [0, T ] .

Now, slightly abusing the notations, let us assume thatW satisfies (II.2.3.32) as
well (in other words, write W in place of W̃ for simplicity). For each t ∈ [0, T ],
by (II.2.3.32), there exists xt ∈

(
x0
2 , z + 1

)
so that

ξ(t) def= max
x∈[0,∞)

W (x, t) = W (xt, t) .

We use the maximum principle in (II.2.3.31) to get an estimate for ξ. Notice
that, as k is even, (∂i+1

x F )(∂k+1−i
x F ) > 0 for 2 6 i 6 k − 2 always by the

induction hypothesis. At (xt, t), we have ∂xW (xt, t) = 0, and
1
xt

∫ xt

0
W (z, t) dz 6 W (xt, t) .

Therefore,

ξ′(t) +
ξ(t)
xt

(
(k − 1)

(
m− 1

2
− ∂xF

)
+ kxt∂

2
xF (xt, t)

)
6 0 .

Note that xt ∈
(
x0
2 , z + 1

)
, and∣∣∣∣(k − 1)

(
m− 1

2
− ∂xF

)
+ kxt∂

2
xF (xt, t)

∣∣∣∣ 6 2k .

As ξ(0) 6 0, by the usual differential inequality, we get that ξ(t) 6 0 for all
t ∈ [0, T ]. In particular, 0 > ξ(T ) > W (x0, T ) > 0, which is absurd. The proof
is complete. �

Proof of Theorem II.2.1.8. The result follows immediately by combin-
ing Propositions II.2.3.9, II.2.3.10 and Theorem II.1.2.2. �
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II.2.4. Equilibria

In this section, we study the equilibria of equation (II.2.3.1) in the case 0 <
m 6 1. At equilibrium, the equation reads

(II.2.4.1)
1
2

(∂xF −m)(∂xF −m− 1) +
F

x
−m = 0 .

Let us emphasize again that we search for Lipschitz, sublinear viscosity solution
F which satisfies 0 6 F (x) 6 mx for x ∈ [0,∞).

Lemma II.2.4.1. Suppose 0 < m < 1. Let F be a Lipschitz, sublinear viscosity
solution to equation (II.3.1.5) which satisfies 0 6 F (x) 6 mx for x ∈ [0,∞).
Then, there exists a constant C > 0 so that all the local minimums of F belong
to [0, C].

Proof. By contradiction, if there exists a sequence of local minimums
{xn} → ∞ of F , then by the supersolution test, we have

1
2
m(m+ 1) +

F (xn)
xn

−m > 0 .

This means, for n ∈ N,
F (xn)
xn

>
1
2
m(1−m) > 0 ,

which is a contradiction as F (xn)/xn → 0 by the sublinearity assumption. �

Proposition II.2.4.2. Suppose 0 < m < 1. Then equation (II.3.1.5) has no
Lipschitz, sublinear viscosity solution F which satisfies 0 6 F (x) 6 mx for
x ∈ [0,∞).

Proof. Suppose by contradiction that F is a Lipschitz, sublinear solution
to equation (II.3.1.5) and 0 6 F (x) 6 mx for x ∈ [0,∞). By Lemma II.2.4.1,
there exists a C > 0 so that F (x) is monotone on [C,∞), i.e., for a.e. x ∈ [C,∞),
either

F ′(x) > 0 or F ′(x) 6 0 .
Let us consider two cases in the following.

Case 1. F ′(x) > 0 for a.e. x > C. Since F (x) 6 mx, we have

1
2

(F ′(x)−m)(F ′(x)−m− 1) = m− F (x)
x
> 0 .

Thus, either F ′(x) 6 m or F ′(x) > m + 1. We claim that F ′(x) 6 m for a.e.
x > C by changing C to be a bigger value if needed. Indeed, assume otherwise,
that this is not the case. Since F (x) 6 mx, we cannot have that F ′(x) > m+ 1
for a.e. x > C. Then, we can find x2 > x1 > C such that F ′(x1) 6 m, and
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F ′(x2) > m+ 1. Let φ(x) = (m+ 1
2)x for x ∈ [x1, x2] be a test function, and

let x3 ∈ [x1, x2] be a minimum point of F − φ on [x1, x2]. As

F ′(x1) 6 m < φ′(x1) = m+
1
2

= φ′(x2) < m+ 1 6 F ′(x2) ,

it is clear that x3 6= x1 and x3 6= x2. In other words, x3 ∈ (x1, x2), and one is
able to use the viscosity supersolution test to yield that

0 6
1
2

(
m+

1
2
−m

)(
m+

1
2
−m− 1

)
+
F (x3)
x3

−m 6 −1
8
,

which is absurd. Therefore,
0 6 F ′(x) 6 m for a.e. x > C .

In particular, for a.e. x > C,
1
2

(F ′(x)−m)(F ′(x)−m− 1) 6
1
2

(0−m)(0−m− 1) =
1
2
m(m+ 1) ,

which implies
F (x)
x
> m− 1

2
m(m+ 1) =

1
2
m(1−m) > 0 .

But this means that F is not sublinear.

Case 2. F ′(x) 6 0 for a.e. x > C. Then F is decreasing on [C,∞) and there
exists α > 0 such that α = limx→∞ F (x). Consequently,

lim
x→∞

(1
2

(F ′(x)−m)(F ′(x)−m− 1)−m
)

= 0 .

On the other hand, as F > 0 always, we can find a sequence {yn} → ∞ such
that F ′(yn)→ 0. Let x = yn in the above and let n→∞ to deduce that

0 =
1
2

(0−m)(0−m− 1)−m =
1
2
m(m− 1) < 0 ,

which is absurd.

Therefore, in all cases, we are led to contradictions. The proof is complete. �

Proposition II.2.4.3. Let m = 1. Then equation (II.3.1.5) admits a Lipschitz,
sublinear viscosity solution F which satisfies 0 6 F (x) 6 mx for x ∈ [0,∞).

Proof. Let G = 1− ∂xF . Then the equilibrium equation reads as

(II.2.4.2)
1
2
G(G+ 1)− 1

x

∫ x

0
G = 0 .

This is the same equation studied in the work of Degond, Liu and Pego [DLP17,
Section 5], of which the solution must satisfy the transcendental equation

(II.2.4.3)
G(x)

(1−G(x))3 = Cx ,
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for some constant C > 0. Let us recall a quick proof of (II.2.4.3). Multiply
(II.2.4.2) by x, then differentiate the result with respect to x to imply

1
2
G(G+ 1) +

1
2
x(2G∂xG+ ∂xG)−G = 0 ,

which means that
1
x

=
3∂xG
1−G

+
∂xG

G
.

Integrate the above to yield (II.2.4.3). Therefore, we can pick C = 1 in (II.2.4.3)
and G to be a Bernstein function taking the form

(II.2.4.4) G(x) =
∫ ∞

0
(1− e−sx)γ(s)e−4s/27 ds ,

where ∫ ∞
0

γ(s)e−4s/27 ds = 1 .

See [DLP17, Section 5] for further details on the derivation of (II.2.4.4). This
implies that

(II.2.4.5) ∂xF (x) = 1−
∫ ∞

0
(1− e−sx)γ(s)e−4s/27 ds > 0 ,

and that
lim
x→∞

F (x)
x

= 0 .

Furthermore, by successive differentiations, we can also see that ∂xF is com-
pletely monotone, that is, (−1)n+1∂nxF > 0 for all n ∈ N, which means that F
is a Bernstein function. �

Remark II.2.4.4. From the above proposition, it is actually not hard to see
that, for m = 1, equation (II.3.1.5) admits a family of Lipschitz, sublinear
viscosity solution {Fλ}λ>0 which satisfies 0 6 Fλ(x) 6 x for x ∈ [0,∞). Indeed,
take F as in the above proof, and let

Fλ(x) = λF
(
x

λ

)
for all x ∈ [0,∞) .

Then,

Gλ(x) = 1− ∂xFλ(x) = 1− ∂xF
(
x

λ

)
= G

(
x

λ

)
,

which means that
Gλ(x)

(1−Gλ(x))3 =
x

λ
.

This implies that (II.2.4.3) is satisfied with C = 1
λ
. Hence, Fλ is a solution to

(II.3.1.5) for each λ > 0.

The existence of this family of solutions {Fλ}λ>0 to (II.3.1.5) makes the study
of large time behavior of the viscosity solution to (II.2.1.1) for m = 1 quite
difficult.
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II.2.5. Large time behavior for 0 < m < 1

In this section, we study the large time behavior of the viscosity solution to
equation (II.2.1.1) for 0 < m < 1. Our goal is to prove Theorem II.2.1.9.

From Proposition II.2.4.2, one cannot expect a sublinear equilibrium, that is, a
Lipschitz sublinear solution to (II.3.1.5). However, it is very interesting that the
solution to equation (II.2.1.1) still converges to the linear function mx locally
uniformly as t → ∞. This implies that, even if we have a mass-conserving
solution at all time, the sizes of particles decrease until they become dust at
time infinity.

To prove the theorem, we need the following results.

Lemma II.2.5.1. Let F̄ be a viscosity supersolution to equation (II.3.1.5) that
satisfies the following

(II.2.5.1)


F̄ is concave ,

lim infx→∞ F̄ (x)
x

> 0 ,
0 6 F̄ (x) 6 mx .

Then, F̄ (x) = mx.

Proof. First, observe that x 7→ ∂xF̄ (x) is decreasing whenever ∂xF̄ (x) is
defined. By the requirement that

lim inf
x→∞

F̄ (x)
x

> 0 ,

we have that ∂xF̄ (x) > 0. As F̄ is differentiable almost everywhere, pick
{xn} → ∞ so that F is differentiable at xn for all n ∈ N. Define

0 < α
def= lim

n→∞
∂xF̄ (xn) = lim

x→∞

F̄ (xn)
xn

6 m.

Thus, letting xn →∞ in the equation (II.3.1.5), we get

0 6
1
2

(α−m)(α−m+ 1) 6 0 .

Therefore, it is necessary that α = m and F̄ (x) = mx for all x ∈ [0,∞). �

We immediately have the following consequence.

Corollary II.2.5.2. Let F̄ be a viscosity solution to equation (II.3.1.5) satis-
fying (II.2.5.1). Then F̄ (x) = mx for x ∈ [0,∞).
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Lemma II.2.5.3. Let F be the Lipschitz, sublinear viscosity solution to equa-
tion (II.2.1.1). Then, locally uniformly for x ∈ [0,∞),

(II.2.5.2) lim inf
t→∞

F (x, t) >
1
4
m(1−m)x .

Proof. We construct a sublinear subsolution to the equation (II.2.1.1) so
that the inequality (II.2.5.2) holds. Define, for (x, t) ∈ [0,∞)2,

ϕ(x, t) def= min
{1

4
m(1−m)x,

1
4
m(1−m)t

}
.

To see that ϕ is a subsolution to (II.2.1.1), we first note that 1
4m(1−m)x is a

subsolution. Furthermore,

ϕ(x, t) =


1
4m(1−m)x , x < t ,
1
4m(1−m)t , x > t .

So, for x > t,

∂tϕ+
1
2

(∂xϕ−m)(∂xϕ−m− 1) +
ϕ

x
−m

6
1
4
m(1−m) +

1
2
m(m− 1) +

1
4
m(1−m) = 0 .

Since equation (II.2.1.1) has a convex Hamiltonian, minimum of two subsolu-
tions is a subsolution (see Tran [Tra21, Chapter 2] and the references therein).
Note that this property is not true for general Hamiltonians.

By the comparison principle, we have that F > ϕ. Letting t→∞, we obtain
(II.2.5.2) locally uniformly for x ∈ [0,∞). �

Proof of Theorem II.2.1.9. By Lemma II.2.5.3, locally uniformly for
x ∈ (0,∞),

m > lim inf
t→∞

F (x, t)
x

>
1
4
m(1−m) > 0 .

Let
G(x) def= lim inf

t→∞
F (x, t) for all x ∈ [0,∞) .

This function is well-defined since F is globally Lipschitz on [0,∞)2 and
0 6 F (x, t) 6 mx. By stability of viscosity solutions, G is a supersolution to
equation

1
2

(∂xG−m)(∂xG−m− 1) +
G

x
−m > 0

in (0,∞). As x 7→ F (x, t) is concave for every t > 0, G is concave. Moreover,
0 6 G 6 mx and

G(x) >
1
4
m(1−m)x for all x ∈ [0,∞) .
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By Lemma II.2.5.1, G(x) = mx for x ∈ [0,∞). We use this and the fact that
F (x, t) 6 mx for all (x, t) ∈ [0,∞)2 to conclude that, locally uniformly for
x ∈ [0,∞),

lim
t→∞

F (x, t) = G(x) = mx ,

as desired. �



CHAPTER 3

Dynamics for multiplicative coagulation kernel singularly
perturbed by additive fragmentation kernel

II.3.1. Introduction

The main goal of this chapter is to discuss a problem concerning the dynamics of
the solution to discrete coagulation-fragmentation equation with multiplicative
coagulation and small additive fragmentation kernels. The problem could
be thought of as a pure coagulation equation that is singularly perturbed by
small fragmentation. Letting the fragmentation kernel vanish, in the limit,
one expects that the solutions tend to the so-called Flory solution of the pure
multiplicative coagulation equation, where part of the total mass escapes to
infinity. We describe how the lost mass behaves. Our proposed technique is
based on the study of a nonlinear backward parabolic equation, resulting from
the Laplace transform of the equation, and a detailed study of the tail behavior
of the Flory solution of the pure coagulation equation with multiplicative kernel.
We formulate a variant of a prediction by Ben-Naim and Kaprisky [BK11] and
discuss what has been done and what should be done to prove this prediction.

To begin, we mathematically prescribe the kernels under consideration:
(II.3.1.1) a(ŝ, s) = ŝs and b(ŝ, s) = bε(ŝ, s) = ε(ŝ+ s) ,
where 0 6 ε 6 1. In this chapter, we will restrict ourselves to the discrete
equation and leave the study of the continuous equation for future work as, to
our knowledge, the problem of well-posedness for the continuous solution is
still not investigated. Henceforth, we write ρk(t) = ρ(k, t) and in the strong
form the discrete equation with multiplicative–additive kernels reads

(II.3.1.2a)
∂tρk(t) =

1
2

k−1∑
j=1

j(k − j) ρj(t)ρk−j(t)− kρk(t)
∞∑
j=1

j ρj(t)

+
∞∑
j=1

ε(k + j)ρk+j(t)−
1
2
εk(k − 1)ρk(t) ,

with initial value
(II.3.1.2b) ρ(0) = ρ0 .

When ε = 0, our equation becomes a pure coagulation equation with multiplica-
tive coagulation kernel. This pure coagulation equation exhibits a phenomenon
called gelation, in which the total mass of the system is not conserved for
all time t > 0 due to the formation of large particles that escape the scale
captured by the model (see [McL62; Ley03] for further discussions). One can
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think of these particles as those with infinite size. An important feature of the
pure multiplicative coagulation equation is that after gelation, it may have two
solutions, depending on how one looks at the equation initially. Specifically, as
the solution conserves mass m until the gelation time, one can either write the
pure coagulation equation as

(II.3.1.3) ∂tρk(t) =
1
2

k−1∑
j=1

j(k − j) ρj(t)ρk−j(t)− kρk(t)
∞∑
j=1

j ρj(t) ,

or

(II.3.1.4) ∂tρk(t) =
1
2

k−1∑
j=1

j(k − j) ρj(t)ρk−j(t)− kmρk(t) .

While equation (II.3.1.3) only considers the interactions of finite-mass parti-
cles after gelation, equation (II.3.1.4) allows interactions between finite-mass
particles and infinite-mass ones. The solution to the former equation is called
the Stockmayer solution and latter the Flory solution (see [Ley03] for further
discussions). Both exhibit gelation and are the same up to the gelation time
Tgel.

When ε > 0, the equation enters a regime where fragmentation helps prevent
the formation of infinite-size particles. Hence, in this case, we have a unique
solution that conserves mass, as proven by da Costa [Cos95] for the discrete
equation (see Theorem II.3.1.1 below).

We denote the nth moment of ρ(t) by
mn(t) =

∑
i∈N

knρk(t) .

We will always assume finite first and second moments for initial data, i.e.,
(A1) m1(0) +m2(0) <∞ .

For convenience, when there is no notational confusion, we will write
m = m1(0) .

Furthermore, by solution, we always mean mass-conserving solution, whose
existence and uniqueness to (II.3.1.2) has been studied by da Costa [Cos95]
using the method of moment bounds. Now, we recast without proof his result
in the following theorem.
Theorem II.3.1.1 ([Cos95]). Assume (A1). There exists a unique admissible
solution ρ to equation (II.3.1.2) that preserves mass, i.e.,

m1(t) def=
∞∑
k=1

kρk(t) =
∞∑
k=1

kρk(0) def= m1(0) .

Furthermore, ρ has finite second moment, i.e.,

m2(t) def=
∞∑
k=1

k2ρk(t) <∞ ,
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for all time t > 0.

Due to mass conservation when ε > 0, in the limit as ε tends to 0, one
expects that solutions to equation (II.3.1.2) converge to the solution of the
Flory solution of the pure multiplicative coagulation equation (ε = 0) (see
Proposition II.3.1.4). However, as the total mass is not conserved for all time
for the Flory solution, a crucial question one may ask is: “What happens to
the lost mass?” Our goal is to provide an answer to this question.

Let ρ0 be the Flory solution and let the loss of mass to infinity be defined by
g : [0,∞)→ [0,∞)

g(t) = m−
∑
k∈N

kρ0
k(t) .

For small ε, one expects an emergence of giant clusters with larger scale that
contain a significant portion of the total mass. By assuming that the number
of particles is of order O(1/ε) and the mass of the giant particles is of order
O(g(t)/ε), Ben-Naim and Krapivsky [BK11] heuristically described the giant
particles coming from (II.3.1.2) by the stationary solution to the equation

ε∂tG(s, t) =
1
2

∫ s

0
ŝ(s− ŝ)G(ŝ, t)G(s− ŝ, t) dŝ− s(g(t)− s)G(s, t)+

+
∫ g(t)

s
ŝG(ŝ, t) dŝ− s2

2
G(s, t) ,

where G here is the density of the large cluster after being normalized appro-
priately. The g(t) upper bound in the last integral follows from the assumption
that g(t)/ε is the size of the largest particle before normalization. The key
observation is that in the pure coagulation equation, gelation occurs and the
lost mass in this case will be approximately the mass for the large particles
in (II.3.1.2) after some time Tgel > 0. It is worth noting that Ben-Naim and
Krapivsky’s assumption is motivated by stochastic simulations and, hence, the
largest particle assumption is natural.

Our analysis does not assume there is a largest particle and takes the coagulation-
fragmentation equation as the starting point (as opposed to stochastic simula-
tions like Ben-Naim and Krapivsky). Therefore, the above equation does not
quite capture the large clusters and modifications need to be made. Keeping
the same scaling as Ben-Naim and Krapivsky did, we will show that the giant
particles are approximated by the solution to the equation

0 =
1
2

∫ s

0
ŝ(s− ŝ)G(ŝ, t)G(s− ŝ, t) dŝ− sg(t)G(s, t)+

+
∫ ∞
s

ŝG(ŝ, t) dŝ− s2

2
G(s, t) ,

whose formula is given by

G(s, t) =
e−s/g(t)

s
.



II.3.1. INTRODUCTION 102

This formula could be obtained by a certain scaling limit of the equilibrium
of the discrete equation (II.3.1.2), whose formula is given in the following
proposition.

Proposition II.3.1.2. The unique non-zero equilibrium solution of equa-
tion (II.3.1.2) in discrete space is given by

(II.3.1.5) ρ̄k =
εmk

k(m+ ε)k
,

where m is the total mass, i.e.,
m = m1

def=
∑
k∈N

kρ̄k .

Remark II.3.1.3. An important feature of the equilibrium solution is that it
satisfies the detailed-balance condition

a(k, j)ρ̄kρ̄j = b(k, j)ρ̄k+j .

This tells us that the net rate of reaction for one pair of cluster sizes due to
coagulation and fragmentation is zero, which is intuitively clear but may not
necessarily be satisfied for all kernels.

The question about long-time behavior of the coagulation-fragmentation equa-
tion is a challenge in general and has been studied by researchers for different
types of kernels (see, for example, [Car92; FM04; MP04; MP08; FM04; Cañ07;
Lau19b; BLL19; MTV21]). However, a lot still remains unknown. For our
specific kernels, this question has been partially answered. Denote µk = kρk(t)
and µ̄k = kρ̄k, where ρ is the solution of (II.3.1.2). It has been proven by
Fournier and Mischler [FM04] that µ converges to µ̄ exponentially fast in L1 if
the initial mass is sufficiently small. Exponential decay to equilibrium for large
initial mass remains an open question. We will not discuss this issue here but
leave it for future work.

As a first step towards our analysis, we show that as ε tends to zero, the loss
of mass to infinity does happen and, thus, the pure coagulation equation is
expected to be a good approximation of small scale particles in (II.3.1.2).

Proposition II.3.1.4. Let ρ0 be the Flory solution to the pure coagulation
equation (ε = 0) and ρε be the solution to equation (II.3.1.2) for each ε > 0.
Then, for every k ∈ N,

lim
ε→0

ρεk = ρ0
k

locally uniformly in t.

In order to understand the behavior of ρε as ε→ 0, it is crucial to understand
the tail behavior of the Flory solution. We stress that, while this is a step to
our final goal, it is important in general to understand the tail behavior of
Flory solution for general initial data as well. To the best of our knowledge,
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this has not been studied except for the special case when the initial datum is
monomers, in which case, one can write down an explicit formula for the Flory
equation based on induction [Ley03; McL62], namely

(II.3.1.6) ρ0
k(t) =

kk−3

(k − 1)!
tk−1e−kt .

From here and using Stirling’s approximation formula, we could deduce that

ρ0
k(t) 6

C

k5/2

for all t > 0. We confirm this bound for general initial data with minimal
assumption.

Theorem II.3.1.5. Let ρ0 be the Flory solution to the pure coagulation equation
(ε = 0). Suppose ρ0 satisfies (A1). Then, there exists a constant C > 0 such
that for every t > 0, we have

(II.3.1.7) ρ0
k(t) 6

C

k5/2 .

The proof of this theorem is based on the so-called Bernstein transform of the
mass density of Flory solution. We study the regularity of the characteristics
of the complex Burgers’s equation (obtained by performing the Bernstein
transform to equation (II.3.1.4)) on the right half of the complex plane and
use the Fourier-Laplace inversion formula to deduce the tail behavior of the
Flory solution. This technique is inspired by that of Menon and Pego [MP06].
The difficulty in our case is that we have to deal with the formation of shocks
of the Burgers’s equation. Hence, results in [MP06] do not readily apply.

Viewing {µε def= kρεk}ε>0 as a set of measures and using concentration-compactness
lemma [Lio84; Str08b], we deduce that there is a split of the mass into two
almost disjoint systems of particles, small particles and giant particles. Be-
cause of the splitting of µε, one can see that there is a significant mass that
concentrates in the giant particles. A natural question that is equivalent to
the prediction by Ben-Naim and Krapivsky is, “What is the correct scaling to
study the large scale clusters as ε tends to 0?” The following conjecture, if
true, would be an answer to this question.

Conjecture II.3.1.6. Define cε : [0,∞)2 → R

cε(s, t) def= n2ρnbs/εc(t) ,

Then, for every t > 0, the following weak-star convergence of finite Radon
measures on [0,∞) holds

(II.3.1.8) scε(s, t) ds ∗
⇀ e−s/g(t) ds+ (m− g(t))δ0 ,



II.3.1. INTRODUCTION 104

as ε → 0. Furthermore, the function c̄(s) = s−1e−s/g(t) is the solution to the
equation

(II.3.1.9)

1
2

∫ s

0
ŝ(s− ŝ)c̄(ŝ, t)c̄(s− ŝ, t) dŝ− sg(t)c̄(s, t)+

+
∫ ∞
s

ŝc̄(ŝ, t) dŝ− s2

2
c̄(s, t) = 0 .

Heuristically, this conjecture says that the giant particles behave as if they
were in equilibrium, approximated by the solution of equation (II.3.1.9), given
that the mass “near infinity” is g(t). This means that for each given ε, there is
a metastable manifold where the solutions to (II.3.1.2) spend some time nearby
before converging to the true equilibirum solution of (II.3.1.2).

We propose a direction to resolve Conjecture II.3.1.6 based on rescaling ρε and
applying the Laplace transform. By a bad fortune, when ε > 0, the Laplace
transform of the scaled solution to (II.3.1.2) unfortunately gives a nonlinear
singular backward parabolic equation (see equation (II.3.4.11)). This equation
is far from well understood in any sense. We try to overcome this difficulty
by exploiting the tail behavior of the Flory solution so that for ε sufficiently
small, we can bound the time derivative of the Laplace transform of the scaled
solution uniformly. This allows us the ability to treat the equation as a second
order elliptic equation, which is well understood.

Even though at the time this thesis is being written the proposed method
still does not yield the desired result, it allows us to come very close to the
resolution. One of our future goals is to study more deeply what is achievable
by this method. We note that our technique is novel in the sense that it
tightly harmonizes the information between the solution of the coagulation-
fragmentation equation and that of the transformed equation. Previously,
works have been done on the Bernstein/Laplace side to deduce information on
the coagulation-fragmentation side (see, for example [Ley03; MP04; DLP17;
TV21]) but hardly the other way around. Our work is an example how one
can “bootstrap” knowledge from both sides to gain more information.

The above conjecture, if true, would qualitatively confirm the infinite version
of the prediction by Ben-Naim and Krapivsky in the weak sense without any
rate. We conjecture that this is true in L1 sense as well for any fixed time
t > Tgel. We do not see evidence for what the rate of convergence should be.

II.3.1.1. Plan of the chapter. We outline our plan for the chapter.
We start with some preliminaries (Section II.3.2) where we show Proposi-
tions II.3.1.2 and II.3.1.4. Then, we study the tail behavior of Flory solution
and give the proof to Theorem II.3.1.5 in Section II.3.3. Lastly, we study
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the scaling limit of the tail of solution to (II.3.1.2) and give the some heuris-
tics as well as conditional results towards confirming Conjecture II.3.1.6 in
Section II.3.4.

II.3.2. Preliminaries

II.3.2.1. Equilibrium. In this subsection, we will give a proof of Propo-
sition II.3.1.2.

Proof of Proposition II.3.1.2. We proceed by induction by noticing
that this is a system of infinite algebraic equations and the equation for ρ̄k
depends on ρ̄1, ..., ρ̄k−1 as

1
2

k−1∑
j=1

j(k − j) ρj(t)ρk−j(t)− kmρk(t) +
∞∑
j=1

ε(k + j)ρk+j(t)−
1
2
εk(k − 1)ρk(t)

=
1
2

k−1∑
j=1

j(k − j) ρj(t)ρk−j(t)− kmρk(t) + ε
(
m−

k∑
j=1

jρj(t)
)
− 1

2
εk(k − 1)ρk(t) .

The base case k = 1 is verified by the following computation

0 = −mρ̄1 + ε(m− ρ̄1) .

Therefore,
ρ̄1 =

εm

m+ ε
.

The rest of the proof is a standard induction argument. �

II.3.2.2. Singular limit. In this subsection, we will give a proof of Propo-
sition II.3.1.4. Let us remind ourselves that for each ε > 0, ρε solves equa-
tion (II.3.1.2), i.e. for each k ∈ N,

∂tρ
ε
k(t) =

1
2

k−1∑
j=1

j(k − j) ρεj(t)ρεk−j(t)− kρεk(t)
∞∑
j=1

j ρεj(t)

+
∞∑
j=1

ε(k + j)ρεk+j(t)−
1
2
εk(k − 1)ρεk(t) ,

with initial value
ρk(0) = ρ0,k .

By conservation of mass (see Theorem II.3.1.1),
∞∑
j=1

jρj(t) ≡ m.
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Therefore, we can re-write the above equation as

(II.3.2.1)
∂tρ

ε
k(t) =

1
2

k−1∑
j=1

j(k − j) ρεj(t)ρεk−j(t)−mkρεk(t)

+ εm− ε
k∑
j=1

jρεj(t)−
1
2
εk(k − 1)ρεk(t) .

Abstractly, for each i ∈ N,
∂tρ

ε
k(t) = F ε

i (ρε1(t), . . . , ρεk(t)) ,
where for fixed (x1, . . . , xk−1), F ε

k (x1, . . . , xk−1, ·) is an affine function and,
locally uniformly,

lim
ε→0

F ε
k = Fk ,

where

Fk(x1, . . . , xk) =
1
2

k−1∑
j=1

j(k − j)xjxk−j −mkxk .

We use the following lemma, whose proof is a standard ODE exercise and is
omitted.

Lemma II.3.2.1. For each ε > 0, let F ε : Rk → Rk be locally Lipschitz functions.
Let yε be solutions to

d

dt
yε = F ε(yε) ,

with initial data yε(0) = yε0. Suppose F ε → F 0 locally uniformly and yε0 → y0
0.

Then, locally uniformly,
lim
ε→0

yε = y0 .

Proposition II.3.1.4 is an immediate consequence of the Lemma II.3.2.1. �

II.3.3. Tail behavior of Flory solution

For notational convenience, in this section, we always denote the Flory solution
to the pure coagulation equation by ρ = ρ0. We need a few preliminary results
before proving Theorem II.3.1.5. To aid the reader, we cite the following
classical lemma whose proof can be found in the classic book of Feller [Fel71].

Lemma II.3.3.1 ([Fel71, Lemma XV.1.4]). Let µ be a probability measure on N
and ϕ be the characteristic function of µ, i.e.,

ϕ(ζ) =
∑
k∈N

eiζkµk .

There exist only three possibilities:

(1) |ϕ(ζ)| < 1 for all ζ.
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(2) |ϕ(ζ)| = 1 and |ϕ(ζ)| < 1 for 0 < ζ < 2π/`, in which case µ =
∑
fkδk,

ϕ is 2π/`-periodic and |{k | fk > 0}| > 2. Here, ` (called the span of
µk) is the maximal number so that the initial clusters are concentrated
on `N.

(3) |ϕ(ζ)| = 1 for all ζ, in which case µ = δk for some k ∈ N.

Remark II.3.3.2. In this section, upon rescaling the lattice, without loss of
generality, we assume that ρ0 has span ` = 1. Therefore, ϕ(ρ0) has period 2π.
This will simplify our notations greatly.

Our strategy is to study the Bernstein-Fourier transform of the mass density.
Consider for z ∈ C+ where C+

def= {z ∈ C | Re z > 0}

K̃(z, t) =
∑
k∈N

(1− e−kz)kρk(t) .

Denote by g(t) the mass lost to infinity of the Flory solution. Thus, monotoni-
cally,

g(t) = 0 , t 6 Tgel ,

g(t) > 0 , t > Tgel .

By the weak formulation of the CF, we find K̃ solves the equation

∂t(K̃ + g(t))− (K̃ + g(t))∂zK̃ = 0 .

Let K(z, t) def= K̃(z, t) + g(t). Then K solves the classical Burgers’s equation in
the right half of the complex plane

(II.3.3.1) ∂tK −K∂zK = 0 ,

with initial data

(II.3.3.2) K(z, 0) = K0(z) =
∑
k∈N

(1− e−kz)kρk(0) .

We want to study the characteristics of this equation. In particular, we will show
that the inverse of the characteristic map at any time t > 0 is a diffeomorphism
from C+ to its image. From there, we can study the Fourier transform of the
Flory solution by a pullback along the characteristics and arrive at the rate of
decay of the tail of the Flory solution.

Let s(t; z, t0) ∈ C̄+ to be the characteristic curve starting from z at time t0.
Along s(t; z, t0), K is constant, i.e., K(s(t; z, t0), t) = K(z, t0). Thus, s is given
by

(II.3.3.3) s(t; z, t0) = z −K(z, t0)(t− t0) .

When t0 = 0, we write

s(t; z) def= s(t; z, 0) and z(t) def= s(t; z) .
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Let Bε(z) be the ball of radius ε around the point z in the complex plane C.
Let Tz

def= inf
{
t > 0

∣∣∣ s(t; z) ∈ ∂ C+ ∪ {z = x + i0 | x ∈ R}
}
. Thus, Tz is the

first time the characteristic curve starting from z hits the imaginary axis or
the real axis.

Lemma II.3.3.3. Let z ∈ C+\{z = x+ i0 | x ∈ R} and and T=z be the first time
the characteristic hits the imaginary axis. Then Tz = T=z . In other words, the
characteristic must hit the imaginary axis first before hitting the real axis.

Proof. Let z = x + iy where x ∈ (0,∞) and y ∈ R\{0}. Furthermore,
write z(t) = x(t) + iy(t). Thus, z(0) = z. We rewrite the equation (II.3.3.3)
for the characteristics starting from z at time 0.

(II.3.3.4)

s(t; z) = s(t; z(t0), t0) = z(t0)−K(z(t0), t0)(t− t0)

= z(t0)− (t− t0)
(∑
k∈N

(1− e−kz(t0))kρk(t0) + g(t0)
)

= x− (t− t0)
(∑
k∈N

(1− e−kx(t0) cos(ky(t0)))kρk(t0) + g(t0)
)

+ i
(
y − (t− t0)

∑
k∈N

e−kx(t0) sin(ky(t0))kρk(t0)
)
.

As the characteristics are straight lines, we only need to confirm the following
ratio

(II.3.3.5)
y − Im s(t; z)
x− Re s(t; z)

<
Im z

Re z
=
y

x
,

as it will confirm that, in the complex plane, the characteristics is “flatter”
than the line connecting 0 to z initially. Consider

y − ye−kx cos(ky)− xe−kx sin(ky) > y − (x+ y)e−x+y > 0 .

This immediately implies inequality (II.3.3.5) when we rewrite it in terms of
infinite sums. Our proof is finished. �

Remark II.3.3.4. It is an informative exercise to prove the above fact using
backward characteristics. It is, in fact, how we first made the observation.

Lemma II.3.3.5. Let ε > 0. There existsMε such that for every z ∈ C+\
⋃
k=0,1,...Bε(i2kπ)

and for 0 6 t 6 Tz, we have

(II.3.3.6)
∣∣∣∣∂s(t; z)

∂z

∣∣∣∣ >Mε .
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Proof. By 2π-periodicity, we only consider z = x+iy for which 0 < y < 2π.
Recall that s(t; z) = z −K0(z)t. Thus,

(II.3.3.7)

∣∣∣∣∂s(t; z)
∂z

∣∣∣∣ =
∣∣∣∣1− ∂zK0(z)t

∣∣∣∣ =
∣∣∣∣1− t∑

k∈N
e−kzk2ρ0,k

∣∣∣∣
=
∣∣∣∣1− t∑

k∈N
e−kx(cos(ky) + i sin(ky))k2ρ0,k

∣∣∣∣ .
For convenience, instead of looking at complex balls Bε(0) ∪Bε(i2π), we look
at complex squares

{
[0, ε] + i

(
[0, ε] ∪ [2π − ε, 2π]

)}
. The claim is true for the

balls by the obvious equivalence. We break our analysis into two parts.

Case I: x > ε. By Lemma II.3.3.3 we know that Re s(Tz; z) = 0. Therefore,
by (II.3.3.4),

(II.3.3.8) Tz =
x∑

(1− e−kx cos(ky))kρ0,k
6

x∑
(1− e−kx)kρ0,k

=
x

K0(x)
.

We then have that since K0 is strictly concanve,

(II.3.3.9) Tz
∑
k∈N

e−kxk2ρ0,k 6
x∂xK0(x)
K0(x)

< 1 .

Substituting this into (II.3.3.7), we have that for 0 6 t 6 Tz,

(II.3.3.10)
∣∣∣∣∂s(t; z)

∂z

∣∣∣∣ > 1− Tz
∑
k∈N

e−kxk2ρ0,k > 0 .

Furthermore, we note that

lim
x→∞

x∂xK0(x)
K0(x)

= lim
x→∞

x
∑
e−kxk2ρ0,k∑

(1− e−kx)kρ0,k
= 0

and monotonically, as x↘ 0,

(II.3.3.11)
x∂xK0(x)
K0(x)

↗ 1 .

Thus, for every ε > 0, there exists Mε such that inequality (II.3.3.6) holds for
z ∈ C+ ∩ {x > ε}.

Case II: 0 < x 6 ε 6 y 6 2π − ε. We re-consider

Tz
∑
k∈N

e−kxk2ρ0,k =
x∂xK0(x)∑

(1− e−kx cos(ky))kρ0,k

=
x∂xK0(x)

K0(x) +
∑
e−kx(1− cos(ky))kρ0,k

.

By Lemma II.3.3.1, there exists a constant fε > 0 such that∑
k∈N

e−kx(1− cos(ky))kρ0,k > fε .
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Therefore,

Tz
∑
k∈N

e−kxk2ρ0,k 6
x∂xK0(x)
K0(x) + fε

6 1−Mε ,

for some Mε > 0. Substituting this into (II.3.3.10), we arrive at our claim. �

A closer look at the above lemma reveals that one can get a quantiative lower
bound for |∂s(t; z)/∂z| when z → k2πi, k = 0, 1, . . . .

Lemma II.3.3.6. There exists δ > 0 and C > 0 such that for z ∈ Bδ(k2πi), k =
0, 1, . . . , we have

(II.3.3.12)
∣∣∣∣∂s(t; z)

∂z

∣∣∣∣ > C|z| .

Furthermore, δ and C depend on the initial data ρ0.

Proof. Without loss of generality, we only focus on the situation z → 0.
As done previously, instead of showing for the typical Euclidean norm, we
provide the proof using the max norm |z|∞ = max(|x|, |y|) on the right hand
side (and leave the Euclidean norm on the left hand side) as these norms are
equivalent. We divide the proof into two cases.

Case I: 0 6 y < x. We analyze (II.3.3.11) more carefully. By Taylor’s theorem,
there exist h1, h2 ∈ (0, 1) such that

K0(x)− x∂xK0(x)
K0(x)

= −1
2
x2∂2

xK0(h1x)
x∂xK0(h2x)

> Cx ,

where C > 0 only depends on ρ0. Re-visiting (II.3.3.10), there exists δ such
that for all x ∈ (0, δ), we have∣∣∣∣∂s(t; z)

∂z

∣∣∣∣ > 1− x∂xK0(x)
K0(x)

> Cx = C|z|∞ .

Case II: 0 6 x < y.

Step 1: The difficulty in this case that x could be 0 and hence Tz would be
arbitrarily small. Let T x = Tz where z = x + 0i. Thus, from (II.3.3.8), for
z = x+ iy,

Tz 6 T x .

From (II.3.3.7), we have that∣∣∣∣∂s(t; z)
∂z

∣∣∣∣ =
∣∣∣∣1− t∑

k∈N
e−kx(cos(ky) + i sin(ky))k2ρ0,k

∣∣∣∣
>

1
2

(∣∣∣∣1− t∑
k∈N

e−kx cos(ky)k2ρ0,k

∣∣∣∣+ t

∣∣∣∣∑
k∈N

e−kx sin(ky)k2ρ0,k

∣∣∣∣) .
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If 0 6 t 6 T x/2, by (II.3.3.9) and (II.3.3.11), we have

(II.3.3.13) 1− t
∑
k∈N

e−kx cos(ky)k2ρ0,k > 1− T x
2
∑
k∈N

e−kxk2ρ0,k >
1
2
> |z|∞ .

Step 2: Furthermore, we also observe that as z approaches the imaginary axis,
T x → 0 as well. Therefore, there exists a constant r0 such that for 0 6 x 6 r0,

T x 6
m2(0)
100

.

Using (II.3.3.13) once more, we can then assume that y > x > r0 for the rest
of this proof. Therefore,

T x >
m2(0)
100

.

Step 3: When T x/2 6 t 6 T x, let L be such that
∞∑
k=L

k2ρ0,k 6
r0

100

∞∑
k=1

k3ρ0,k .

Choose δ such that δL < π/2. If δ 6 r0, then we go back to Step 2. Therefore,
we can assume that δ > y > x > r0. By our choice of δ, we ensure that for
k = 1, ..., K, it is true that sin(ky) > ky/2. Therefore,

(II.3.3.14)

T x
2

∣∣∣∣∑
k∈N

e−kx sin(ky)k2ρ0,k

∣∣∣∣
=
T x
2

∣∣∣∣ L∑
k=1

e−kx sin(ky)k2ρ0,k +
∑
k>L

e−kx sin(ky)k2ρ0,k

∣∣∣∣
>
T x
2

( L∑
k=1

e−kx sin(ky)k2ρ0,k −
∑
k>L

e−kxk2ρ0,k

)

>
T x
2

(
y

2

L∑
k=1

e−kxk3ρ0,k −
r0

100

L∑
k=1

k3ρ0,k

)

>
T x
2

(
y

2

L∑
k=1

e−π/2k3ρ0,k −
y

100

L∑
k=1

k3ρ0,k

)
> Cy = C|z|∞ ,

where C is independent of ε. From (II.3.3.13) and (II.3.3.14), we deduce that∣∣∣∣∂s(t; z)
∂z

∣∣∣∣ > 1− x∂xK0(x)
K0(x)

> Cx = C|z|∞ ,

finishing the proof. �

Remark II.3.3.7. It is true that K ∈ C((0,∞);C∞(C+)) as it is the Bernstein
transform of ρ0(t).
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Lemma II.3.3.8. Let t > 0. Then the characteristic map s(t; ·) : s−1(t;C+)→
C+ is a diffeomorphism.

Proof. By definition, s(t; ·) is onto. By the formula (II.3.3.3), s is contin-
uous. We then want to show one-to-one property. Furthermore, the character-
istics s(t; z) satisfies the equation

∂s(t; z)
∂t

= −K(s(t; z), t) .

Therefore, by Remark II.3.3.7 uniqueness of ODE, s(t; ·) is one-to-one. Thus,
for every z̃ ∈ C+, we can find a unique z such that

z̃ = s(t; z) .
We can then define the inverse function s−1(t; ·) : C+ → s−1(t;C+) as
(II.3.3.15) s−1(t; z̃) = z .

Using (II.3.3.3), we can deduce that for s−1(t; ·) is continuous. Hence, s(t; ·) is a
homeomorphism. As s and s−1 are both differentiable, the proof is finished. �

Remark II.3.3.9. A consequence of Lemmas II.3.3.5 and II.3.3.8 is that for
every point z̃ ∈ C+\

⋃
k=0,1,...Bε(i2kπ), there exists a δ = δε such that

s−1(t; z̃) ∈ C+\
⋃

k=0,1,...
Bδ(i2kπ) ,

and
|∂s
−1(t; z̃)
∂z̃

| 6 1
Mδ

,

for some Mδ > 0.

Next, we would like to study the regularity of K along the imaginary axis. To
this end, we need to understand the interplay between the relationship between
the domain and image of the characteristics s(t; z) at a given time t.

Proposition II.3.3.10. Let t > 0, then K(·, t) ∈ C0,1/2(C+) and that there
exists a constant C independent of t and ε such that

sup
z1,z2∈C+

|K(z̃1, t)−K(z̃2, t)|
|z̃1 − z̃2|1/2

6 C .

Proof. Let ε > 0 be a small constant to be chosen later and z̃ ∈ Sε
def=

{x+ iy | x > ε}. We could then find δ = δε > 0 such that s−1(Sε) ⊆ Sδ.

Furthermore, by the Remark II.3.3.7, singularities (if they exist) can only occur
on the imaginary axis {z = iy}. By 2π periodicity, we only consider the case
near the imaginary axes. Letting z̃ = s(t; z) and rewriting (II.3.3.3), we get

z̃ = z − t
∑
k∈N

(1− e−kz)kρ0,k .
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Rearranging terms, it follows that

z̃ +mt = z +
∑
k∈N

e−kzkρ0,kt

= z +
∑
k∈N

(
1− kz +

(kz)2

2

)
kρ0,kt+

∑
k∈N

∞∑
n=3

(−kz)n

n!
kρ0,kt .

Thus,

(II.3.3.16) z̃ = z − zm2(0)t+
m3(0)

2
z2t+R(z)t ,

where

(II.3.3.17) R(z) def=
∑
k∈N

∞∑
n=3

(−kz)n

n!
kρ0,k.

We divide our analysis into two different regions.

Step 4: First, fix y0 ∈
⋃
k=0,1,...(i2kπ + ε, i2(k + 1)π − ε) and consider the

sequences {z̃1
j , z̃

2
j } ∈ C+ such that

lim
j→∞

z1
j = lim

j→∞
z2
j = iy0 .

For l = 1, 2, write
zlj = s−1(t; z̃lj) .

By Remark II.3.3.9, there exists Mε → 0 as ε→ 0 such that for large enough
j, k,

|K(z̃1
j , t)−K(z̃2

k, t)|
|z̃1
j − z̃2

k|
6
|K0(z1

j )−K0(z2
k)|

Mε|z1
j − z2

k|
6 Cε|∂zK0(z1

j )| 6 C̃ε ,

where C̃ε →∞ as ε→ 0. Therefore,
|K(iy0, t)−K(z̃2

i , t)|
|iy0 − z̃2

k|
= lim

j→∞

|K(z̃1
j , t)−K(z̃2

k, t)|
|z̃1
j − z̃2

k|
6 C̃ε ,

showing that K ∈ Lip
(
C+\

⋃
k=0,1,...Bε(i2kπ)

)
.

Step 5: By the previous step, we see that the singularity points are z̃ = k2π
where k = 0, 1, . . . . By 2π periodicity, we only need to analyze when z̃ = 0.
Consider the sequences {z̃1

j , z̃
2
j } ∈ C+ such that

lim
j→∞

z1
j = lim

j→∞
z2
j = 0 .

Again, for l = 1, 2, write
zlj = s−1(t; z̃lj) .

By Lemma II.3.3.6, we have
|z̃1
j − z̃2

k| > C max(|z1
j |, |z2

k|)|z1
j − z2

k| > C|z1
j − z2

k|2 .
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|K(z̃1
j , t)−K(z̃2

k, t)|
|z̃1
j − z̃2

k|1/2
6
|K0(z1

j )−K0(z2
k)|

C|z1
j − z2

k|
6 C̃ ,

where C̃ is independent of ε. The proof is complete. �

Remark II.3.3.11. In the proof above, we actually see that K is Lipschitz
away from the points z̃ = i2kπ, where k = 0, 1, . . . .

Proof of Theorem II.3.1.5. In the case of monomers, µ = δ1, Theo-
rem II.3.1.5 is true because of the explicit formula for the solution (II.3.1.6).
Thus, we assume that µ =

∑
fkδk where fk is non-zero for at least two indices.

Recall Remark II.3.3.2 that we assume the span ` of ρ0 to be 1.

Step 1: Recall that for y > 0, there exists a unique z ∈ C+ such that

(II.3.3.18) iy = s(t; z) = z − tK0(z) and K(iy, t) = K0(z) .

Therefore, there exists a curve Γ ∈ C+ such that s(t; Γ) = {z = iy | y ∈ [0, 2π]}.
We have that

K(iy, t) =
∑
k∈N

(1− e−iky)kρk(t) .

By Fourier-Laplace inversion formula and a change of variable using the rela-
tions (II.3.3.18), we have
(II.3.3.19)

tkρk(t) =
t

2π

∫ 2π

0

∑
j∈N

ei(k−j)yjρj(t) dy = − t

2π

∫ 2π

0
eikyK(iy, t) dy

=
t

ik2π

∫ 2π

0
eiky∂yK(iy, t) dy =

t

ik2π

∫
Γ
ek(z−tK0(z))∂zK0(z) dz

= − 1
ik2π

∫
Γ
ek(z−tK0(z))

(
(1− t∂zK0(z))− 1

)
dz

= − 1
k2π

∫ 2π

0
eiky dy +

1
ik2π

∫
Γ
ek(z−tK0(z)) dz .

The first integral vanishes as the integrand is 2π-periodic. We want to analyze
the second integral. Let Γ̃ be the directed straight line that connects i2π to 0.
Note that in the y-direction, the characteristics obeys the following periodicity
property

s(t; iy + x) = i(2π + y) + s(t; i(2π + y) + x) .
Let β the closed path that contains Γ, Γ̃ , and two straight lines that connect
Γ to Γ̃. By the periodicity property of the characteristics, the integrals of
exp(k(z− tK0(z))) over the two straight horizontal lines cancel each other (see
Figure II.3.3.1). By Cauchy’s integral formula, we have
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1

Figure II.3.3.1. Contour integral

∫
Γ

exp(k(z − tK0(z))) dz = i
∫ 2π

0
exp(k(iλ− tK0(iλ))) dλ .

Here, we parametrize Γ̃ by iλ where λ ∈ [0, 2π]. Using the formula (II.3.3.2)
for K0, we have∣∣∣∣∫

Γ
ekz dz

∣∣∣∣ 6 ∫ 2π

0
exp

(
tk
(
−m+

∑
k∈N

cos(kλ)kρ0,k

))
dλ .

Step 2: Let L, δ be constants (depending on ρ0) such that
L∑
k=1

kρ0,k > 10
∞∑
k=L

kρ0,k and δL 6
π

4
.

Note that with the choices of L and δ, we have cos(kλ) > 1/2 for k 6 L and
0 6 λ 6 δ. Thus,∣∣∣∣∫

Γ
e−kz dz

∣∣∣∣ 6 ∫ 2π

0
exp

(
tk
(
−m+

∑
k∈N

cos(kλ)kρ0,k

))
dλ

6
∫

[0,δ]∪[2π−δ,2π]
exp

(
−tkm+

tk

2

L∑
k=1

cos(kλ)kρ0,k

)
dλ

+
∫ 2π−δ

δ
exp

(
tk
(
−m+

∑
k∈N

cos(kλ)kρ0,k

))
dλ

6
∫

[0,δ]∪[2π−δ,2π]
exp

(
−tkm+

tk

2

L∑
k=1

2(1− (kλ)2)kρ0,k

)
dλ

+
∫ 2π−δ

δ
exp

(
tk
(
−m+

∑
k∈N

cos(kλ)kρ0,k

))
dλ
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6
∫

[0,δ]∪[2π−δ,2π]
exp

(
−tkm+ tk

∞∑
k=1

kρ0,k − tk
L∑
k=1

(kλ)2kρ0,k

)
dλ

+
∫ 2π−δ

δ
exp

(
tk
(
−m+

∑
k∈N

cos(kλ)kρ0,k

))
dλ

6
C√
kt

+
∫ 2π−δ

δ
exp

(
tk
(
−m+

∑
k∈N

cos(kλ)kρ0,k

))
dλ .

By Lemma II.3.3.1 we know that there exists an η = ηδ > 0 such that for
λ ∈ [δ, 2π − δ], it is true that

m−
∑
k∈N

cos(kλ)kρ0,k > η .

Therefore, by a change of variable λ̃ = kλ and integrating in terms of λ̃, we
have that ∫ 2π−δ

δ
exp

(
tk
(
−m+

∑
k∈N

cos(kλ)kρ0,k

))
dλ 6

Ce−tkη

k
.

Combining this with equation (II.3.3.19), we get

(II.3.3.20) ρk(t) 6
C

(tk)5/2 .

Step 3: Lastly, observe that for 0 6 t 6 Tgel/2 = 1/(2m2(0)),

|∂zs(t; z)| = |1− t∂zK0(z)| =
∣∣∣∣1 + t

∑
k∈N

ekzk2ρ0,k

∣∣∣∣ > Tgel

2
.

Therefore, s(t; z) is a diffeomophism and K(z, t) is smooth. By Fourier-Laplace
inversion formula and integration by parts,

kρk(t) =
1

2π

∫ 2π

0
eikyK(iy, t) dy = − 1

4π2k2

∫ 2π

0
eiky∂2

yK(iy, t) dy .

Since the integrand in the last integral is bounded, there exists a constant
C > 0, independent of t, such that

(II.3.3.21) ρk(t) 6
C

k3 .

Combining (II.3.3.20) and (II.3.3.21), estimate (II.3.1.7) follows immediately.
�
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II.3.4. Scaling limit of tails

In this section, we will discuss Conjecture II.3.1.6. We outline a very promis-
ing way to prove this conjecture and discuss where the bottleneck is (see
Remark II.3.4.5).

Recall that ρ0 is the Flory solution to the pure coagulation equation. We then
define c̄ε(s, t) : [0,∞)2 → R,

c̄ε(s, t) def= ε−2ρ0
bs/εc(t) .

Observe that sc̄ε(s, t) ds ∗
⇀ (m − g(t))δ0 as ε tends to 0. Hence, to prove

Conjecture II.3.1.6, it is enough to show

(II.3.4.1) s(cε(s, t)− c̄ε(s, t)) ds ∗
⇀ e−s/g(t) ds .

First, we define, for each t ∈ (0,∞), functions c̃ε(t), ĉε(t) : εN→ R,

c̃εεk(t)
def=
ρεk(t)
ε

and ĉεεk(t)
def=
ρ0
k(t)
ε

.

We note that

(II.3.4.2a) c̃εεk(t) =
∫ εk+ε

εk
cε(s, t) ds = εcε(εk, t) ,

and

(II.3.4.2b) ĉεεk(t) =
∫ εk+ε

εk
c̄ε(s, t) ds = εc̄ε(εk, t) .

Then, we have

(II.3.4.3)

∂tc̃
ε
εk(t) =

1
ε

(1
2

k−1∑
j=1

j(k − j) ρεj(t)ρεk−j(t)− kρεk(t)
∞∑
j=1

j ρεj(t)
)

+
1
ε

(
ε
∞∑
j=1

(k + j)ρεk+j(t)−
ε

2
k(k − 1)ρεk(t)

)

=
1
2ε

k−1∑
j=1

ε2j(k − j)c̃εεj(t)c̃εεk−εj(t)− kc̃εεk(t)
∞∑
j=1

εj c̃εεj(t)

+
∞∑
j=1

(εk + εj)c̃εεk+εj(t)−
1
2ε
εk(εk − ε)c̃εεk(t) .
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Substitute (II.3.4.2) into (II.3.4.3), we get
(II.3.4.4)

ε∂tc
ε(εk, t) =

=
ε

2

k−1∑
j=1

ε2j(k − j)cε(εj, t)cε(εk − εj, t)− εkcε(εk, t)
∞∑
j=1

ε2j cε(εj, t)

+ ε
∞∑
j=1

(εk + εj)cε(εk + εj, t)− 1
2
εk(εk − ε)cε(εk, t) .

Of course, for every ε > 0, m =
∑∞
j=1 ε

2j cεεj(t). However, as the mass splits
when ε → 0, we expect that there exists a function c̄ : [0,∞) → R so that
scε(s, t)ds ∗

⇀ (m− g(t))δ0 + c̄(s, t) ds, where g(t) =
∫
sc̄(s, t) ds is the lost mass

of the Flory solution. Heuristically but incorrectly ignoring (m− g(t))δ0, we
could blindly intepret

∑∞
j=1 ε

2j cεεj(t) as the total mass of giant particles, which
is approximated by g(t). Therefore, neglecting the interaction between giant
particles and small particles, if such a function c̄ exists, then by sending ε→ 0
in equation (II.3.4.4), it must satisfy the following equation

0 =
1
2

∫ s

0
ŝ(s− ŝ)c̄(ŝ, t)c̄(s− ŝ, t) dŝ− sg(t)c̄(s, t)

+
∫ ∞
s

ŝc̄(ŝ, t) dŝ− s2

2
c̄(s, t)

whose solution is

c̄(s, t) =
e−s/g(t)

s
.

Our goal is to make these heuristics rigorous.

Lemma II.3.4.1. For every ε < ε0, let hε = c̃ε − ĉε. Then,

(II.3.4.5) |hεεk| 6
1 + Ck−1/2

k + εk(k−1)
2m

,

and

(II.3.4.6) |∂thεεk| 6M .

for some constants C,M > 0, independent of ε.

Proof. We divide the proof of the theorem into a few steps.

Step 1: We first show the upper bound. Note that hε(0) = 0. We proceed by
induction. First, for k = 1, we have that

∂th
ε
ε = −mhεε(t) +

∞∑
j=1

(ε+ εj)c̃εε+εj .
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Thus,

0 6 hεε(t) = e−mt
∫ t

0
ems

∞∑
j=1

(ε+ εj)c̃εε+εj(s) ds 6 1− e−mt .

Therefore,

hεε 6 1 =
1

ε1/ε
.

Now, suppose it is true for j = 1, . . . , k − 1 that

(II.3.4.7) hεεj 6
1
j
.

We want to show that this inequality is true for j = k. Consider

(II.3.4.8)

∂th
ε
εk =

1
2ε

k−1∑
j=1

ε2j(k − j)(c̃εεj c̃εεk−εj − ĉεεj ĉεεk−εj)− kmhεεk

+
∞∑
j=1

(εk + εj)c̃εεk+εj −
1
2ε
εk(εk − ε)c̃εεk

=
1
2ε

k−1∑
j=1

ε2j(k − j)(c̃εεjhεεk−εj + ĉεεk−εjh
ε
εj)− kmhεεk

+
∞∑
j=1

(εk + εj)c̃εεk+εj −
1
2ε
εk(εk − ε)c̃εεk

6
1
2ε

k−1∑
j=1

ε2j(k − j)
( c̃εεj
k − j

+
ĉεεk−εj
j

)
− 1

2
εk(k − 1)hεεk

− kmhεεk +
∞∑
j=1

(εk + εj)c̃εεk+εj −
1
2
εk(k − 1)ĉεεk

6
1
2

∞∑
j=1

ε(jc̃εεj + jĉεεj)− kmhεk̃

= m−
(
km+

1
2
εk(k − 1)

)
hεεk .

Thus, by Gronwall’s inequality,

(II.3.4.9) hεεk(t) 6
1

k + εk(k−1)
2m

,

as desired.

Step 2: Let p = 1/2. We now show the lower bound. It is true for the base
case k = 1 as hεε(t) > 0. On the one hand, suppose that

hεεj >
−1− Cj−1/2

j + εj(j−1)
2m
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is true for j 6 k − 1. Again, from a similar computation as above, we have

(II.3.4.10)

∂th
ε
εk =

1
2ε

k−1∑
j=1

ε2j(k − j)(c̃εεjhεεk−εj + ĉεεk−εjh
ε
εj)− kmhεεk

+
∞∑
j=1

(εk + εj)c̃εεk+εj −
1
2ε
εk(εk − ε)c̃εεk

≥ −m− kmhεεk −
1
2
εk(k − 1)hεεk −

C

2k1/2 .

The last inequality follows from the tail bound of Flory solution, i.e., Theo-
rem II.3.1.5. By Gronwall’s inequality once again, we have

hεεk >
−1− Ck−1/2

k + εk(k−1)
2m

,

as desired. Estimate (II.3.4.6) also follows immediately after using the bound
for |hεk| in (II.3.4.8) and (II.3.4.10). �

We next perform the discrete Laplace transform for c̃ε and ĉε. Define
F ε(x, t) =

∑
k∈N

e−xεkc̃εεk(t) , F̂ ε(x, t) =
∑
k∈N

e−xεkĉεεk(t) .

The resulting equations for F ε and F̂ ε are

(II.3.4.11)

∂tF
ε(x, t) =

1
2ε

(∂xF ε)2 +
m

ε
∂xF

ε

− 1
2

∞∑
k=2

e−xεkk(k − 1)ρεk +
∞∑
k=2

k−1∑
j=1

e−xεjkρεk

=
1
2ε

(∂xF ε)2 +
m

ε
∂xF

ε

− 1
2ε
∂2
xF

ε − 1
2
∂xF

ε +
me−εx + ∂xF

ε

1− e−εx
and

(II.3.4.12) ∂tF̂
ε(x, t) =

1
2ε

(∂xF̂ ε)2 +
m

ε
∂xF̂

ε .

Remark II.3.4.2. Note that F̂ 1(x, t) is the Laplace transform of ρ0 and that
F̂ ε(x, t) = F̂ 1(εx, t)/ε. The equation for the scaled Flory solution always
becomes (II.3.4.12) after Laplace transform. This means that the solution to
this Hamilton-Jacobi equation, after the initial shock, remains smooth at ALL
time after gelation time.

Remark II.3.4.3. Observe that as ε→ 0,
∂xF̂

ε(x, t) = ∂xF̂
1(εx, t)→ −m1(t)

and
∂2
xF̂

ε(x, t) = ε∂2
xF̂

1(εx, t)→ 0 ,
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Letting Gε def= F ε − F̂ ε, we have

(II.3.4.13)

ε∂tG
ε =

1
2
(
(∂xF ε)2 − (∂xF̂ ε)2

)
+m∂xG

ε − 1
2
∂2
xG

ε

− 1
2
∂2
xF̂

ε − ε

2
∂xF

ε + ε
me−εx + ∂xF

ε

1− e−εx

=
1
2

(∂xGε)2 + ∂xF
ε∂xF̂

ε − (∂xF̂ ε)2 +m∂xG
ε

− 1
2
∂2
xG

ε − 1
2
∂2
xF̂

ε − ε

2
∂xF

ε + ε
me−εx + ∂xF

ε

(1− e−εx)

=
1
2

(∂xGε)2 + (∂xF̂ ε +m)∂xGε − 1
2
∂2
xG

ε − 1
2
∂2
xF̂

ε

+ ε
me−εx + ∂xG

ε + ∂xF̂
ε

(1− e−εx)
− ε

2
∂xF

ε .

This equation is a nonlinear backward parabolic equation, which is far from
being understood. We seek to overcome the difficulty of analyzing the equation
directly by showing that ∂tGε is uniformly bounded for each time t > 0 and
treat the equation as an ODE in space with bounded forcing.

Lemma II.3.4.4. Let t > 0 and x0 > 0, there exists a constant C = C(x0) > 0
such that

(II.3.4.14) sup
ε∈(0,1)

sup
[x0,∞)

ε|∂tGε(·, t)| 6 C ,

and

(II.3.4.15) sup
ε∈(0,1)

sup
[x0,∞)

|∂2
xG

ε(·, t)| 6 C .

Proof. For the calculations below, the constant M = Mx0 will change
from line to line but will be independent of ε. By (II.3.4.6) and dominated
convergence theorem, for x > 0,

|∂tGε(x, t)| =
∣∣∣∣∂t ∞∑

k=1
e−kεxhεkε(t)

∣∣∣∣ 6 C
∞∑
k=1

e−kεx 6
C

ε
.

Multiply both sides by ε, (II.3.4.14) follows. Furthermore, since every first
order derivative terms are uniformly bounded, (II.3.4.15) follows immediately
from (II.3.4.13). �

Remark II.3.4.5. As the left hand side of the equation (II.3.4.13) can only be
shown to be bounded at the moment, we cannot proceed to the final proof of
Conjecture II.3.1.6. If we could improve the bounds in Lemma II.3.4.1, we may
be able to show that the left hand side is of order o(1) (as opposed to O(1)) as
ε vanishes.
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A way to show this is to show that ρεk 6 C/kν for some ν > 2 and C > 0
independent of ε. Of course, this requires a detailed study of the rate of decay
of the tail of ρεk, which is a significant challenge. Knowing exactly how the
second moment of ρεk behaves as ε vanishes will also be very useful.

We now show what happens IF it is indeed that for some x0 > 0,

(II.3.4.16) lim
ε→0

sup
[x0,∞)

ε|∂tGε(·, t)| = 0 ,

Proposition II.3.4.6. Suppose (II.3.4.16) holds. Define Hε def= −∂xGε =
−∂x(F ε − F̂ ε). For t > 0, locally uniformly,

lim
ε→0

Hε(·, t) = H̄(·, t)

where H̄ is the unique bounded solution to the equation

(II.3.4.17)
1
2
H̄2 − g(t)H̄ +

1
2
∂xH̄ +

g(t)− H̄
x

= 0

that is a completely monotone function.

Remark II.3.4.7. Of course, when t 6 Tgel, H̄ = 0 because g(t) = 0 in this
case.

Remark II.3.4.8. We note that the uniqueness might fail in the above propo-
sition if we don’t require both boundedness and complete monotonicity.

Before giving the proof of this proposition, we need a few preliminary lemmas
concerning the behavior of the solutions of equation (II.3.4.17).

Lemma II.3.4.9. Let

(II.3.4.18) H(x, t) =
g(t)

1 + xg(t)
.

Then H solves (II.3.4.17).

Proof. This is immediate by a simple calculation. �

Lemma II.3.4.10. Fix t > Tgel. There exists a unique bounded solution to
equation (II.3.4.17) that is a completely monotone function.

Proof. We show this by phase plane analysis. Solving the equation
1
2
u2 − g(t)u+

g(t)− u
x

= 0 ,

we have that

u1(x, t) = g(t) +
1
x
−
√
g(t)2 +

1
x2 ,
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and

u2(x, t) = g(t) +
1
x

+
√
g(t)2 +

1
x2 .

On the one hand, it is true that any solution to (II.3.4.15) satisfies

∂xH̄(x, t) > 0 , H̄ ∈ (u1(x, t), u2(x, t)) ,
∂xH̄(x, t) = 0 , H̄ ∈ {u1(x, t), u2(x, t)} ,
∂xH̄(x, t) < 0 , H̄ 6∈ [u1(x, t), u2(x, t)] .

On the other hand, we have

lim
x→0

u1(x, t) = g(t) , lim
x→0

u2(x, t) =∞

and
lim
x→∞

u1(x, t) = 0 , lim
x→∞

u2(x, t) = 2g(t) .

0 2 4 6 8 10
x

2

1

0

1

2

3

4

5

y

Figure II.3.4.1. Solutions to equation (II.3.4.17).

Thus, 0 is an unstable limit point and 2g(t) is a stable limit point. Let H̄ be
given by (II.3.4.18). We note that

H̄(1, t) =
g(t)

(1 + g(t))
and lim

x→∞
H̄(x, t) = 0 .

Therefore, if H̃ is another solution of equation (II.3.4.17), there are two cases:

lim
x→x0

H(x, t) = −∞ if H(1, t) <
g(t)

1 + g(t)
,(I)
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lim
x→∞

H(x, t) = 2g(t) if H(1, t) >
g(t)

1 + g(t)
,(II)

where x0 ∈ (0,∞]. In case (II), because limx→0 u
2
t (x) = ∞, any bounded

solution must be increasing initially near x = 0 and, therefore, cannot be a
completely monotone function. Thus, the only bounded solution that is a
completely monotone function is H̄, proving Lemma II.3.4.10. �

Proof of Proposition II.3.4.6. Recall that Hε def= −∂xGε and Gε satis-
fies (II.3.4.13). By equation (II.3.4.16) and Arzelà-Ascoli theorem, there exists
a function H̄(·, t) such that, up to a subsequence, Hε(·, t) → H̄(·, t) locally
uniformly. As |Hε| 6 m, |H̄| 6 m as well.

Lastly, as ∂xF̂ ε(x, t) → −m + g(t) < 0 locally uniformly, H̄ is a completely
monotone function as it is the locally uniform limit of {−∂xF ε −m+ g(t)}, a
sequence of completely monotone functions. By the uniqueness of the completely
monotone solution to (II.3.4.17), the convergence above is true for the full
sequence {Hε}. The proof is finished. �

Finally, we will show that if (II.3.4.16) is true then Conjecture II.3.1.6 is true.

A conditional proof of Conjecture II.3.1.6. Suppose it is true that (II.3.4.16)
holds. Let ¯̀(s, t) = sc̄(s, t) = e−s/g(t). Denote by L(x, t) = L(¯̀(·, t))(x) the
Laplace transform of ¯̀. A simple calculation shows that

L(x, t) =
g(t)

1 + xg(t)
.

The limit (II.3.4.1) follows immediately from Proposition II.3.4.6 and the
continuity theorem for the Laplace transform (see for example [Fel71]), which
proves Conjecture II.3.1.6. �
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